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1. Introduction

The standard macroeconomic view of exchange rates and exchange rate policy is that implications for the real economy are transitory, relevant for the duration of price stickiness, and for business cycle frequencies at best. But the success of China and other Asian economies in promoting manufacturing growth, especially in contrast with the premature de-industrialization of some other emerging markets, has led to a growing recognition that foreign reserves policies supporting sustained currency undervaluation can have long-lasting implications for the real economy, including longer-run issues like structural change and productivity growth. See for example, Rodrik (2008, 2016).1 The most common formalization of a linkage of currency undervaluation to long-run productivity growth is a form of learning by doing fostered by trade surplus (see Aizenman and Lee (2010), Korinek and Serven (2016), and Choi and Taylor (2022)).2 This paper proposes a novel channel, distinct from learning by doing, by which reserve accumulation and currency undervaluation may have redirected manufacturing activity among countries to promote productivity growth.

This new channel is rooted in recent developments in the firm dynamics literature, and builds on a “firm delocation” mechanism in trade theory (see Ossa, 2011). This approach has the benefit of accounting for observations in the growth literature that export-led growth is associated with expansion in the extensive margin of trade, and that it depends on the complexity in a country’s manufacturing sector. The central logic is that capital controls combined with reserve accumulation generate currency undervaluation and a sustained net trade surplus, which provides an environment promoting domestic manufacturing firm creation at home geared toward export, with a corresponding decline in the number of manufacturing firms abroad. Such firm delocation is associated with efficiency gains due to agglomeration and avoidance of international trading frictions in production chains.

---


2 Aizenman and Lee (2010) rely on a standard learning by doing mechanism, in which the total factor productivity rises with the level of production in the previous period. Korinek and Serven (2016) assume the economy exhibits aggregate learning-by-investing spillover effects, where the aggregate level of productivity in the intermediate goods sectors rises in proportion to the change in the aggregate capital stock. Michaud and Rother (2014) use a model where financial repression depressing consumption as a tool to correct learning-by-doing externality. Benigno et al. (2021) introduce a model that the government uses reserves policies to internalize the growth externality that appears only in the tradable sector and to provide liquidity to private agents during financial crises.
We provide empirical evidence for this channel using panel data from 45 countries during the period of 1985 to 2007. First, we document that the combination of capital controls with positive reserve accumulation is associated with gains in manufacturing shares of employment and aggregate labor productivity in the manufacturing sector. Second, this capital account policy is also associated with gains in the extensive margin of trade, the number of domestic firms, and domestic sourcing of inputs.\(^3\) We argue on the basis of this evidence that the literature under-appreciates the impact that exchange rate policies can have on longer-term structural adjustment.

These empirical findings support the predictions of a dynamic micro-founded general-equilibrium model formalizing our new channel. The model merges the asset market structure of a macro model suited to study capital account policy and reserves accumulation, with a goods market structure drawing on elements from the trade literature to study firm dynamics and the delocation effect. On the asset market side, we model one country that restricts private trade in international assets and then adopts a reserves accumulation policy, implying currency undervaluation and net trade surplus. The goods market includes traded (manufacturing) and nontraded sectors. The traded sector features firm entry subject to a one-time sunk entry cost, as well as production chains in the form of roundabout production, where firms use as inputs a bundle of domestic and imported manufacturing goods (The model intentionally abstracts from any reduced-form specification of learning by doing in the technology of a firm’s production process.) The model is calibrated and then used to generate a 20-year deterministic simulation tracing dynamics after the adoption of the reserves policy.

The main finding is that a policy of sustained reserves accumulation can induce a substantial rise in labor productivity in the traded goods sector, and that the dynamics of this productivity growth depend closely on the dynamics of new firm creation. Reserves accumulation in the presence of capital controls directly implies a trade surplus through the balance of payments condition, and this trade surplus stimulates production in the traded goods sector. Initially, this implies a drop in labor productivity in this sector, as the rise in production is generated by a more

\(^3\) Our finding that capital account policy by emerging markets such as China increases domestic shares of intermediate input is also consistent with Kee and Tang (2016), who document China’s rising domestic content (in exports), particularly, in intermediate input sectors. They show that China’s processing exporters substituted domestic for imported materials, which leads to a decline in the relative prices of domestic to imported input varieties. They empirically show that China’s increasing FDI and declining input tariffs led to a greater variety of domestic materials becoming available at lower prices. Our results indicate that capital account and exchange rate policy also contributed to this process.
than proportionate rise in labor input. But labor productivity rises over time as the number of domestic firms in this sector rises gradually, and the level of labor productivity quickly surpasses the initial productivity level prior to the adoption of the reserves policy. In contrast with a transitory exchange rate depreciation commonly studied in the macroeconomic literature, the sustained currency undervaluation and trade surplus made possible by a sustained policy of reserves accumulation creates the expectation of future profits needed to motivate significant firm entry. In the foreign country, there is a corresponding fall in the number of manufacturing firms, hence firm delocation, and a shift in comparative advantage away from manufacturing. The calibrated model implies that the rise in labor productivity arising from this firm delocation mechanism can explain up to around half of the rise in productivity estimated from the empirical regressions. When the model is augmented with a simple specification of learning-by-doing, we find that firm delocation interacts positively with this feature, amplifying the size of the productivity gain, and making these gains more persistent after the end of the reserves policy. The augmented model can explain two-thirds of the empirical estimates of the rise in productivity.

In contrast with existing theories, our channel is based explicitly on the rise in the extensive margin of trade identified with export-led growth, and with the industrial complexity implied by production chains. Sensitivity analysis confirms that free firm entry and production chains are important to our result. Analytical results show, confirmed in simulations, that the rise in productivity is driven by a fall in the price of material inputs relative to labor inputs. By standard economic logic, the resulting rise in usage of materials inputs relative to labor increases the marginal product of labor. Further, the rise in the relative price of a given home variety to the materials price index also raises the value of output relative to materials inputs when computing value added. Production delocation implies such a drop in price index of materials by raising the share of domestically-supplied materials, implying savings on trade costs. This mechanism is familiar from the trade literature for explaining the benefit of production delocation for consumer welfare in terms of a lower consumer price index; we apply it here to study implications for labor productivity. While a currency undervaluation initially hurts manufacturing productivity by making imported intermediates more expensive, the gradual agglomeration of manufacturing firms in the home country over time lowers domestic production costs and raises productivity.

This paper contributes to multiple literatures. It is, of course, closely related to the large literature on export-led growth (See Rodrik (2008), Aizenman and Lee (2010), Korinek and Serven
It contributes by proposing firm delocation as an alternative to the common explanation of learning by doing at the firm level. Our theory implies that gains in aggregate productivity are less associated with learning within a given firm, but rather with the interconnected relationships among firms. In this sense, our model of firm dynamics provides a formalization to the claim in Rodrik (2008) that the gains from export-led growth depend crucially upon the degree of complexity in a country’s manufacturing sector. Our theory also provides a formal theoretical explanation for the empirical finding in the literature that currency devaluations are associated with export booms, in particular at the extensive margin of trade (Freund and Pierola, 2012). Such shifts in the extensive margin are an integral and essential part of our firm dynamics story.

The paper also contributes to the recent literature on deindustrialization initiated by Rodrik (2016), which highlights that some East Asian economies have resisted the trend of premature deindustrialization experienced in some other emerging markets. Sposi et al. (2021) document a general pattern of rising polarization in industrialization among countries, in which the cross-country dispersion of the industry share of value-added has increased. They present a model where sector-biased productivity growth and sectoral trade integration drive this polarization. Our model proposes that reserves and exchange rate policies may be an additional mechanism contributing to this polarization, whereby sustained currency undervaluation promoting comparative advantage in manufacturing in some countries implies complementary premature deindustrialization in others.

This paper also contributes something new to the trade literature studying firm delocation. While the trade literature has studied firm delocation in the context of tariffs that raise demand and hence firm creation, we study the use of capital account policy and exchange rate management as an alternative to tariffs. Further, while the trade literature was limited to an environment of balanced trade, we show that allowing for unbalanced trade (net exports), provides a powerful tool for generating a large amount of firm delocation. In this regard, our work is related to Epifani and Gancia (2017), which studies the interaction of the classic transfer problem with firm delocation. We differ in taking a macro perspective that explicitly models the capital account and exchange

---

4 We note that in a similar vein, Brunnermeier et al. (2020) document the relation of net exports with sectoral productivity. They, however, argue that net export surpluses relative to domestic absorption provide a more favorable environment for R&D of the tradable sector, and this is the key for the endogenous sectoral growth.

5 See also Huneeus and Rogerson (2020) and Fujiwara and Matsuyama (2020) for models of premature deindustrialization based on heterogeneous sectoral productivity growth.
rate policy needed to generate the net trade flows, in studying the implications for productivity growth, in comparing the production delocation mechanism to learning-by-doing, and in providing empirical evidence for this mechanism.

The paper also is distinct from related theoretical work studying firm delocation in Bergin (2022). First, this paper differs in that it has an empirical contribution, providing evidence of the production relocation mechanism in response to reserves and exchange rate policies. Second, this paper differs in studying the implications for labor productivity rather than comparative advantage. Correspondingly, the theoretical model differs in studying an environment with one traded good, rather than two traded goods where the issue of comparative advantage can arise. The paper is also distinct from related empirical work in Bergin et al. (2022), in that it is the first to provide empirical evidence of a firm delocation channel linking reserves and exchange rate policies to productivity growth, proposing metrics in terms of firm numbers, extensive margin of trade, and domestic input shares.

Finally, we also contribute to the macro literature studying currency devaluations. While competitive devaluations have long been a staple of international macro theory and policy, our work shows how they can be particularly effective in the context of capital controls and firm dynamics. An appropriate combination of capital controls and reserve accumulation can generate sustained undervaluation and net exports. While the macro literature has often argued that exchange rate fluctuations are too transitory to elicit large responses in firm entry and extensive margins, the capital account policy we study implies a rise in foreign demand that may well be sufficiently large and long-lasting for firms facing sunk entry costs to respond. In turn, such shifts in the extensive margin and firm location significantly amplify the macroeconomic effects of exchange rates. An overarching argument raised by this paper is that the literature under-appreciates the role that exchange rate regimes can play in longer term phenomena like structural change and economic growth.

The next section of the paper describes the data and presents empirical evidence. Section 3 presents a theoretical model along with some analytical results. Section 4 derives theoretical implications by model simulation, along with sensitivity analysis, and a comparison of production delocation with learning-by-doing. Section 5 concludes.
2. Empirical Motivation

2.1. Data

Our sample includes 45 countries—22 emerging market economies and 23 advanced economies for 1985-2007 before the global financial crisis. A novel feature of this paper is to construct sectoral labor productivity data. We split sectors into manufacturing and non-manufacturing, where the latter includes all other sectors but manufacturing. We use the manufacturing sector as the tradable goods sector, and all other sectors are to be the non-tradable goods sector. For the labor productivity measure for country \( j \), we use the following,

\[
LP_{j,t}^s = \left( \frac{VA_{it}^s}{PVA_{it}^s} \right) / L_{it}^s ,
\]

where \( s \) stands for the sector; \( VA_{it}, PVA_{it}, L_{it} \) stand for values added, price deflator, and the employment of sectors \( i \), respectively. Sectoral value added is first deflated by the sectoral price index. Then we further divide real value added by employment to construct average labor productivity. Our sectoral data come from several different sources, including World Input Output Database (WIOD), EU KLEMS and WKLEMS, OECD, STAN, and GGDC 10 sector database. See Appendix A.1 for more detailed productivity measure construction.

Our main variables of interest include the firm dynamics channels of capital account policy on productivity growth. We first construct a variable that captures firms’ new entry and exit in the export market using the extensive margins of trade (e.g., Bergin and Lin, 2012). We employ panel data which cover product exports from 1985 to 2007. The trade data of 1985–2000 come from the NBER-UN World Trade Data set, developed by Feenstra et al. (2005). The trade data after 2000 come from the UN Comtrade dataset (https://comtrade.un.org/). We use annual bilateral trade flows at the four-digit Standard International Trade Classification with some adjustments for UN trade data.\(^6\)

The extensive margin of exports is measured following Hummels and Klenow (2005), which is based on the consumer price theory in Feenstra (1994). The extensive margin of exports from country \( j \) to country \( m \) in year \( t \), denoted by \( EXM_{jt}^m \), is defined as

\(^6\) The data for 1984–2000 only had values in excess of $100,000, for each bilateral flow. Thus, for the data since 2001, we set the cutoff of exports as $100,000, which implies that goods are considered nontradable if an export value of the product category is less than $100,000. See also Bergin and Lin (2012).
\[ EXM_{jt}^m = \sum_{l \in \mathcal{I}_{m,t}} \frac{X_{m,l,t}^W}{X_{m,t}^W} \]

where \( X_{m,l,t}^W \) is the export value from the world to country \( m \) of product category \( i \) in year \( t \). \( \mathcal{I}_{m,t} \) is the set of observable product categories in which country \( j \) has positive exports to country \( m \) in year \( t \), and \( X_{m,t}^W \) is the aggregate value of world exports to country \( m \) at \( t \). The extensive margin is a weighted count of \( j \)'s categories relative to all categories exported to \( m \), where the categories are weighted by their importance in the world’s exports to country \( m \). Then, we calculated an average of \( EXM_{jt}^m \) over countries \( m \) and derive \( EXM_{jt} \).

The intensive margin of exports from country \( j \) to \( m \), denoted as \( INM_{jt}^m \) is defined as

\[ INM_{jt}^m = \frac{X_{j,t}^m}{\sum_{l \in \mathcal{I}_{m,t}} \frac{X_{m,l,t}^W}{X_{m,t}^W}} \]

where \( X_{j,t}^m \) is the total export value from country \( j \) to country \( m \) at \( t \). The intensive margin is measured as \( j \)'s export value relative to the weighted product categories in which country \( j \) exports to country \( m \).\(^7\) We also calculate an average of \( INM_{jt}^m \) over countries \( m \) and derive \( INM_{jt} \). With the same level of share of world exports to country \( m \) at time \( t \), the measurement implies that country \( j \) has a higher extensive margin measure if it exports many different categories of products to country \( m \), whereas it has a higher intensive margin if country \( j \) only export a few categories to country \( m \).

While the extensive margins capture a firm’s entry and exit in the export market, we also introduce the number of domestic firms listed on the country’s stock exchanges to explicitly count changes in the number of firms in the domestic market. Note that this variable is reported per million people at the end of each year and does not include investment companies, mutual funds, or other collective investment vehicles. The data is collected from the Global Financial Development Database, World Bank. We convert it by multiplying by population.

Another important variable for firm dynamics is domestic intermediate input share (DIS), which is defined as a ratio of domestic intermediate input to total intermediate input (the sum of domestic intermediate input and imported intermediate input). To construct this measure, we

\(^7\) Therefore, multiplying the intensive margin by the extensive margin can get country \( j \)'s share of world exports to country \( m \).
utilize two data sources. First, we obtain the total intermediate input value from KLEMS.\(^8\) The World KLEMS project provides gross output, labor, capital, and intermediates in current local currency by industry, which are available for 27 countries in our sample (see Table 1 for the list of countries). Second, we collect imported intermediate input value in the current US dollars from WITS, World Bank.\(^9\) Since the total intermediates from the KLEMS are in the local currency unit, we convert it to the current price US dollars using the nominal exchange rate. Then, we compute domestic intermediate input by subtracting imported intermediate input from total intermediates in the manufacturing industry. For robustness check, we use intermediate in total industries, but the results are consistent.

**[Insert Table 1 about here]**

For capital account policy (CAP), we utilize capital controls and reserves accumulation. For capital control measures, we modify Chinn and Ito (2008)’s capital control index, which they construct using the Annual Report on Exchange Arrangements and Exchange Restrictions at IMF, as follows,

\[
CC = 1 - KAOPEN, \tag{4}
\]

where KAOPEN is a standardized measure of *de jure* financial openness, which is ranged from 0 (closed) to 1 (open). Note that we will interchangeably use the index of capital control with financial closedness. For productivity growth regression, we compute reserves growth, \(\Delta RSRV_{it}\) is 5 year average of annual difference in reserves to GDP in the period t. Having the government’s policy behavior of reserve accumulation combined with capital controls (say Pigouvian tax), private agents will decide international asset transactions endogenously (see Bergin et al. (2022) for more discussion).

We collect foreign reserves, terms of trade, trade openness from standard data sources from the World Development Indicator (WDI). Private credit is collected from the Global Financial Development Database, World Bank. For the quality of institutions, we use proprietary data, namely investment profiles from the International Country Risk Guide (ICRG). Human capital index is a percentage of complete tertiary schooling attained in the population from Barro and Lee

\(^8\) World KLEMS (https://www.worldklems.net/wkanalytical). Also see EU(https://euklems.eu) and Latin America KLEMS(http://laklems.net/)

A crisis variable contains historical banking, currency, and debt crisis events recorded by Laeven and Valencia (2020). Please also check Appendix Table A.2. for the descriptive statistics.

Following the standard cross-country growth literature, we construct annual data, then take the average of 1985-1990, 1990-1995, 1995-2000, 2000-2005, and 2005-2007 (see Bergin et al. 2022). Owing to the global financial crisis, we use only three years of information within the last period. Before moving to systematic analysis on the effect of capital account policy on productivity growth via firm dynamics. Appendix Figure 1, selecting China, plots its capital account policy and the three variables related to our firm dynamics mechanism. Here, the degree of capital account policy (CAP) can be measured as capital controls (CC) times reserves growth (ΔRSRV) . Since capital controls range between 0 (full capital mobility) and 1 (full capital control) and annual reserves growth is also between -0.03 to 0.1 in our data, the higher positive value of CAP (its maximum is 0.1) means the more aggressive CAP. First, China’s CAP (solid blue line with circle marks) had been above the average of other countries' CAP, particularly, in the late 1990s and the early 2000s, China seemed to use reserve accumulation combined with capital controls more actively. With this trend of aggressive China’s CAP, we find that China’s number of listed domestic firms and extensive margins of exports also increased and were above the average of other countries. Also, while domestic intermediate shares of all countries show a decreasing trend since 1985 (e.g., Kee and Tang, 2016), a decline in China’s domestic intermediate share has been much slower than the average, consistent with China’s CAP pattern.

2.2. Empirical Specifications

Our baseline analysis for sectoral productivity is a cross-country panel regression, using 5-year averaged data as shown in Bergin et al. (2022). We analyze within-country variation over time to identify the effect of the capital account policy on sectoral productivity and its channels. First, we identify the effect of the capital account policy on manufacturing and non-manufacturing labor productivity growth. We have the following specification:

\[
\Delta \ln(LP_{it}) = \alpha_0 + \alpha_1 \ln(LP_{it,0}) + \alpha_2 CC_{it} + \alpha_3 \Delta RSRV_{it} + \alpha_4 (CC_{it} \times \Delta RSRV_{it}) + X'_{it} \gamma + \eta_i + \rho_t + \epsilon_{it}, \tag{5}
\]

where the subscripts \(i\) and \(t\) represent specific countries and time periods. \(\Delta \ln(LP_{it}) = \ln(LP_{it,T}) - \ln(LP_{it,0})\) is the labor productivity growth in tradable and non-tradable goods sectors in period \(t\). \(\ln(LP_{it,T})\) is a log productivity at last year, \(T\) , in the period \(t\). \(\ln(LP_{it,0})\) is the initial
level of productivity at the beginning of each period \( t \). \( CC_{it} \) is our measure for capital controls in the period \( t \), and we incorporate the full capital control measure and its interaction with reserves. \( \Delta RSRV_{it} \) is a 5 year average of annual differences in reserves to GDP in the period \( t \). \( X_{it} \) represents a vector of explanatory variables (as described in the previous section). In particular, all controls are averaged during each period. \( \eta_i \) captures unobserved and time-invariant country-specific effects. This regression equation also includes a time dummy, \( \rho_t \), to control for the common effect of a specific period. \( \varepsilon_{it} \) is the error term.

We first implement not only country fixed effect estimations but also a system GMM approach to address dynamic panel data. Arellano and Bond (1991) assert that it is crucial to allow for dynamics (i.e., including a lagged dependent variable among the regressors) in the panel estimation, and suggest a correction method that uses instruments to control for endogeneity. Particularly, we use the system generalized method of moments (GMM) estimator proposed by Arellano and Bover (1995) and Blundell and Bond (1998). As the validity of the GMM estimator depends on whether the explanatory variables’ lagged values are valid instruments, we conduct a weak instrument test (Sanderson, and Windmeijer, 2016), and an over-identification restriction test where failure to reject the null hypothesis gives support for the valid instruments. Lastly, we implement the specification test to check whether the error term, \( \varepsilon_{it} \), is serially correlated; if it is not, then the first order differenced error terms \( (\varepsilon_{it} - \varepsilon_{it-1}) \) are expected to have a serial correlation, and the second-order differenced error terms \( (\varepsilon_{it} - \varepsilon_{it-2}) \) will have no serial autocorrelation.

Second, we discuss how the combined reserves and capital controls affect firm dynamics (e.g., firm’s delocation). We stick to 5 year averaged data and the following specification analyzes the effect of the policy mix on the entry of new firms in domestic and export markets (extensive margins), and their domestic intermediate shares. Note that we provide possible empirical evidence that a country’s capital account policy significantly influences the latter three variables in Appendix Figure 1.

\[
FD_{it}^S = \beta_0 + \beta_1 CC_{it} + \beta_2 \Delta RSRV_{it} + \beta_3 (CC_{it} \times \Delta RSRV_{it}) + H_{it} y + \eta_i + \rho_t + \varepsilon_{it},
\]

\( \text{(6)} \)

---

\( ^{10} \) They pointed out that difference GMM estimator proposed by Arellano and Bond (1991) cannot account for cross-country variations and that the regressors’ lagged levels might be weak instruments for the first-differences if the regressors are persistent over time (close to a random walk process). Thus, the difference-GMM performs poorly because the past levels convey little information about future changes.
where dependent variables, $FD^S$ refers to firm dynamics variables such as the number of firms in a sector $s$, the extensive (or intensive) margins of exports, and domestic intermediate shares. $CC_{lt}$ is the measure for capital controls in the period $t$. $\Delta RSV_{lt}$ is a 5 year average of annual differences in reserves to GDP in the period $t$. Since we are focusing on the “level” dependent variables, we slightly modify our reserve variable for robustness check: $\Delta \overline{RSV}_{lt}$ is a difference in 5 year average of reserves to GDP from period $t-1$ to period $t$. We also include the interaction terms of the two policies. $H_{lt}$ includes a log of real GDP per capita, a log of real GDP per capita squared, terms of trade and crisis variable. The specification follows Rodrik (2016) in that the share of the manufacturing sector follows a hump-shaped pattern along with the development path. The share increases initially as the economy takes off and starts to industrialize. However, as the development proceeds, the service sector starts to expand, and the relative size of the manufacturing sector starts to dwindle. The initial effect is controlled by the log of real GDP, and the latter by the log of real GDP squared. Additionally, we include the terms of trade to capture external factor and crisis to address sudden and unexpected shocks on firm dynamics. Our model provides the testable hypothesis that a policy mix of reserves and capital controls would prop up the manufacturing sector’s share by increasing the firm’s extensive margins and its domestic intermediate input shares (for differentiated goods). Thus, we would expect the coefficients of the combined $CC$ and $\Delta RSV_{lt}$ to be positive.

2.3. Empirical Results: Capital Account Policy Effects on Growth and Sectoral Productivity via firm dynamics

Columns (1)-(3) of Table 2 show the results with the manufacturing (tradable) sector labor productivity, and columns (4)-(6) display the results with non-manufacturing (non-tradable) sector productivity. We first show a benchmark panel regression and then two-step GMM to control for dynamic panel structure. In the dynamic panel, we consider the initial productivity level at the beginning of each period as only the endogenous variable because expanding multiple endogenous regressors causes serious weak instrument problems.

[Insert Table 2 about here]

Interestingly, the results on capital control plus reserve accumulation are starkly different between tradable sector productivity and nontradable sector productivity. While the coefficients
on the interaction terms of capital control and reserves growth are positive and significant in columns (1)-(3), those on the interaction terms turn out to be insignificant in columns (4)-(6). This means that capital account policy stimulates productivity growth in the tradable sector, but not in the nontradable sector. Our results also echo those of Bergin et al. (2022) regarding real GDP and TFP growth by analyzing at a disaggregate level. Column (1) shows that if an economy that fully restricts its capital account increases reserves to the GDP by one percentage point (0.01) in the period (5 years), it has higher labor productivity growth by 1.37 percentage points or 0.0137 \[= (1.82-0.45) \times 0.01 \] during 5 years. However, those statistically strong coefficients cannot be found in the non-manufacturing sector. Note that AR(1) and AR(2) tests and the over-identification test in all columns support not only the validity of specification, but also that of instruments. A weak IV test rejects the null of weak instruments at the 10\% level in columns (2), (3) and (6), except for the results with non-manufacturing labor productivity in column (5). See also Appendix Table A.2, which addresses endogeneity of reserves.

Then, we study the effect of capital account policy on three variables that reflect firm dynamics—the extensive margins of trade, the number of listed domestic firms and domestic intermediate input shares. We again use 5-year averaged data and report the results in Table 3. We also compute the marginal effects of reserves to GDP changes at full capital controls and the marginal effects of capital controls with respect to possible ranges of reserves to GDP changes (from minimum to maximum). Column (1) of Table 3 shows the result with manufacturing labor shares. The coefficient of interaction term of capital controls and reserves growth is significantly positive, suggesting that capital account policy leads to an expansion of manufacturing labor shares. Columns (2) and (3) of Table 3 indicate that the capital account policy interaction term has a large and significant effect on the extensive margin of trade, but there is not a significant effect on the intensive margin. This partly echoes results in Freund and Pierola (2012), who found that export surges in emerging markets tend to be associated with the expansion of the extensive margin of trade, and often are preceded by currency devaluations reversing previously overvalued currencies. Our results show that this set of results also occurs for currency undervaluations associated specifically with capital account policies of capital controls and reserve accumulation. While it has been conjectured (Ruhl, 2008) that currency movements should not have an effect on extensive margins because real currency depreciations are too short-lived to affect firm decisions subject to sunk costs, the currency undervaluations we describe are not dependent on price stickiness, and
hence can be much more long-lasting, sustained by capital account policies and reserve accumulation. They last long enough to affect firms' decisions about paying up-front sunk costs regarding export entry.

[Insert Table 3 about here]

Table 3 also studies the effects on another extensive margin, domestic firm creation. To our knowledge, no one has studied firm dynamics in this context previously, even though extensive recent literature on firm dynamics has shown that firm creation can be an important margin of output dynamics and growth. Estimates in column (4) indicate that firm creation rises significantly with the capital account policy with reserve accumulation. An increase in capital account policy by one standard deviation (=0.008, capital controls are more restrictive and reserves growth is higher) increases domestic firm creation by 0.097% from the mean (about 80 listed domestic firms can be created). The findings that capital account policy affects the extensive margins of exporting and firm creation will motivate our theoretical work below regarding channels by which capital account policy promotes growth.

Column (5) also introduces a new channel, the share of intermediates that are of domestic origin. Rodrik (2008) notes that one reason traded goods benefit from undervaluation is greater complexity in production, such as the prevalence of complex production chains and the use of inputs and the outputs of other firms. Our theory in the next section will predict that the share of intermediates of domestic origin will be an important predictor of gains from undervaluation. To preview, the claim is that when the devaluation raises exports and lowers imports, it also shifts domestic firms to reduce imports of intermediate inputs. The estimated coefficient on capital controls (CC) is significantly positive and that on the interaction term is also significantly positive at the 10% level, suggesting that capital account policy increases the share of domestic intermediate input.

Bergin et al. (2022) also shed light on the part of the (previous) mechanism by which capital controls affect labor and real value-added in the traded goods sector. First, Bergin et al. (2022) find a hump-shaped pattern of manufacturing share in a country’s economic development, implied by the negative coefficients of the squared real log GDP terms (See their Figure 1 for a graphical representation.) This reflects the finding in Rodrik (2016) that the share of labor and real value-added in manufacturing sector initially rises with real GDP, but then decreases as the economy expands. Rodrik (2016) further notes that while this hump-shaped relationship between labor share
and incomes has shifted downward in Latin American countries, Asian countries have retained a high degree of manufacturing labor share despite their rise in income. In our sample, Asian countries represent the group of countries with high reserves and relatively severe financial account restrictions. Our work suggests that the different experiences of deindustrialization by Asian countries might be related to the capital account policies adopted by these countries, fostering trade surpluses that sustain a manufacturing sector. Please also see Appendix 2 for the channel regression from CAP to productivity growth via firm dynamics.

3. Theoretical Model

We develop a dynamic theoretical model of two-countries useful for studying the effect of capital market and exchange rate policies on firm dynamics and productivity growth. The model includes capital controls on home country residents, which allow the home government to peg the real exchange rate at a desired level through reserve accumulation. Given the pegging of exchange rates in real terms, the model dispenses with sticky prices or other nominal rigidities. The goods market features two sectors, where the traded sector is characterized by firm entry.

3.1. Goods market structure

The goods market consists of two sectors, one consisting of differentiated goods which can be internationally traded, and the other non-traded non-differentiated goods. The differentiated goods come in many varieties, produced by a time-varying number of monopolistically competitive firms in the home and foreign country, \( n_t \) and \( n_t^*_t \) respectively, each producing a single variety. Each variety is an imperfect substitute for any other variety in this sector, either of home or foreign origin, with elasticity \( \phi \). We will denote the traded sector with \( T \); we will denote the nontraded sector with \( N \).

The overall consumption index is specified as,

\[
C_t \equiv \left( \frac{1}{\nu} \frac{\eta^{-1}}{\gamma} C_{T,t}^\eta + (1-\nu) \frac{1}{\gamma} C_{N,t}^\eta \right)^{\frac{\eta}{\eta+1}},
\]

where

\[
C_{T,t} = \left( \int_0^{n_t} c_t(h) \frac{\phi^{-1}}{\gamma} dh + \int_0^{n_t^*} c_t(f) \frac{\phi^{-1}}{\gamma} df \right)^{\frac{\phi}{\phi+1}}
\]

is the index over the endogenous number of home and foreign varieties of the differentiated manufacturing good, \( c_t(h) \) and \( c_t(f) \), and where \( \nu \) is the weight on differentiated goods in the overall index. The corresponding welfare-based consumption price
index is
\[ P_{t} = \left( \nu P_{T,t}^{1-\eta} + (1-\nu) P_{N,t}^{1-\eta} \right)^{\frac{1}{1-\eta}}, \tag{7} \]

where
\[ P_{T,t} = \left( n_t p_t(h)^{1-\phi} + n_t^* p_t(f)^{1-\phi} \right)^{\frac{1}{1-\phi}} \tag{8} \]
is the index over the prices of all varieties of home and foreign manufacturing goods, \( p_t(h) \) and \( p_t(f) \).

The relative demand functions for domestic residents implied from our specification of preferences are listed below:
\[ C_{T,j} = \nu \left( \frac{P_{j,t} P_{T,t}^{-\eta}}{P_t} \right)^{\eta} C_t \tag{9} \]
\[ C_{N,j} = (1-\nu) \left( \frac{P_{j,t} P_{T,t}^{-\eta}}{P_t} \right)^{\eta} C_t \tag{10} \]
\[ c_t(j) = \left( \frac{p_t(j)}{P_{T,t}} \right)^{\phi} C_{T,t} \text{ for varieties } j = \{h,f\} \tag{11a,b} \]

3.2. Households
The representative home household derives utility from consumption \((C_t)\), and from holding real money balances \((M_t/P_t)\); it suffers disutility from labor \((l_t)\). The household derives income from working at the nominal wage rate \(W_t\), profits rebated from home firms denoted with \((\Pi_t)\) in real terms and defined below, interest income on bonds in home currency \((i_{t-1}B_{H,t-1})\), net of government lump-sum taxes \((T_t)\). Home households are precluded by government policy from international asset trade, and only have access to domestic currency bonds, which only can be traded domestically.

Household optimization for the home country may be written:
\[ \max_{E_t} \sum_{t=0}^{\infty} \beta^t U \left( C_t, l_t, \frac{M_t}{P_t} \right) \]
where utility is defined by
\[ U_t = \frac{1}{1-\sigma} C_t^{1-\sigma} + \ln \frac{M_t}{P_t} - \frac{1}{1+\psi} l_t^{1+\psi} \]
subject to the budget constraint:
In the utility function, the parameter $\sigma$ denotes risk aversion and $\psi$ is the inverse of the Frisch elasticity.

Household optimization implies an intertemporal Euler equation:

$$\beta(1+i_t)E_t\left[\frac{PC_i}{P_{t+1}C_{i+1}}\right] = 1,$$

(12)

a labor supply condition:

$$\frac{W_t}{P_t} = l_t^{\psi} C_t^\sigma,$$

(13)

and a money demand condition:

$$\frac{M_t}{P_t} = C_t^\sigma \left(\frac{1+i_t}{l_t}\right),$$

(14)

The problem and first-order conditions for the foreign household are analogous, except the foreign household does not face an explicit prohibition on international asset trade.

### 3.3. Firms in traded goods sector

In the manufacturing sector, the production of each differentiated variety follows

$$y_t(h) = \alpha_t \left[ G_t(h) \right]^\zeta \left[ l_t(h) \right]^{-\zeta},$$

(15)

where $l(h)$ is the labor employed by firm $h$, and $G_t(h)$ is a composite of differentiated goods used by firm $h$ as an intermediate input. $G_t(h)$ is specified as an index of home and foreign differentiated varieties that mirrors the consumption index specific to differentiated goods ($C_{t,h}$). If we sum across firms, $G_t = n_t G_t(h)$ represents economy-wide demand for differentiated goods as intermediate inputs, and given that the index is the same as for consumption, this implies demands for differentiated goods varieties analogous to equation (11).

There is free entry in the sector, but, once active, firms are subject to an exogenous death shock. Since all differentiated goods producers operating at any given time face the same exogenous probability of exit $\delta$, a fraction $\delta$ of them exogenously stop operating each period. The number of firms active in the differentiated sector, $n_t$, at the beginning of each period evolves according to:

$$n_{t+1} = (1-\delta)(n_t + \zeta e_t),$$

(16)
where \( ne_t \) denotes new entrants.

To set up a firm, managers incur a one-time sunk cost, \( K_t \), and production starts with a one-period lag. Entry costs are in units of differentiated goods, allocated over varieties analogously to demands for consumption of differentiated good in equation (11).

We now can specify total demand facing a domestic differentiated goods firm:

\[
d_t(h) = c_t(h) + d_{G,t}(h) + d_{K,t}(h)
\]

(17)

which includes the demand for consumption \( c_t(h) \) by households, and the demand by firms for intermediate inputs \( d_{G,t}(h) \), and firm entry investment \( d_{K,t}(h) \). We assume iceberg trade costs \( \tau \) for exports, so that market clearing for a firm’s variety is:

\[
y_t(h) = d_t(h) + (1 + \tau)d_t^*(h),
\]

(18)

Firm profits are computed as:

\[
\pi_t(h) = p_t(h)d_t(h) + e_t^*(h)d_t^*(h) - mc_ty_t(h).
\]

(19)

where \( mc_t = \zeta^{-\zeta} (1-\zeta)^{\zeta-1} P_t\zeta W_t^{1-\zeta} / \alpha_{t,j} \) is the marginal cost.

Thus the value function of firms that enter the market in period \( t \) may be represented as the discounted sum of profits of domestic sales and export sales:

\[
v_t(h) = E_t \left\{ \sum_{s=0}^{\infty} \left( \beta(1-\delta) \right)^s \frac{H_{ass}}{\mu_s} \pi_{t+s}(h) \right\},
\]

where we assume firms use the discount factor of the representative household, who owns the firm, to value future profits. With free entry, new producers will invest until the point that a firm’s value equals the entry sunk cost:

\[
v_t(h) = P_{t,i}K_t.
\]

(20)

By solving for cost minimization, we can express the relative demand for labor and intermediates as a function of their relative costs:

\[
\frac{P_{T,i}G_t(h)}{W_tI_t(h)} = \frac{\zeta}{1-\zeta}.
\]

(21)

And we can solve for the optimal price setting by the firm:

\[
p_t(h) = \frac{\phi}{\phi-1} mc_t.
\]

(22)

where \( mc \) is marginal cost defined above. The good price in foreign currency moves one-to-one with the exchange rate, net of trade costs:
\[ p_t^f(h) = \left(1 + \tau\right) p_t(h) / e , \]  

where recall the nominal exchange rate, \( e \), measures home currency units per foreign.

Note that, since households own firms, they receive firm profits but also finance the creation of new firms. In the household budget, the net income from firms may be written:

\[ \Pi_t = n_t \pi_t(h) - ne_t P_{t,F} K . \]

In reporting our quantitative results, we will refer to the overall home gross production of differentiated goods defined as: \( y_{T,t} = n_t y_t(h) \), using the fact that all firms are the same size.

### 3.4. Firms in non-traded sector

In the second sector, firms are assumed to be nontraded, as well as perfectly competitive. The production function for the home non-traded good is linear in labor:

\[ y_{N,t} = \alpha_N l_{N,t} . \]  

(24)

It follows that the price of the homogeneous goods in the home market is equal to marginal costs:

\[ p_{N,t} = W_t / \alpha_N . \]  

(25)

Analogous conditions apply to the foreign non-traded sector.

### 3.5. Government policies

The home government issues money \( (M_t) \) and home currency bonds \( (B_{H,t}^h) \), and levies lump sum taxes on domestic households \( (T_t) \). The home government has the ability to purchase foreign currency bonds in the international asset market, to hold as foreign currency reserves \( (R_{F,t}) \). The home government faces the following budget constraint:

\[ T_t + (M_t - M_{t-1}) + \left(B_{H,t}^h - (1 + i_{t-1})B_{H,t-1}^h\right) = e_t \left(R_{F,t} - (1 + i_{t-1}^*)R_{F,t-1}\right) , \]  

(26)

The corresponding budget constraint for the foreign government is:

\[ T_t^* + \left(M_t^* - M_{t-1}^*\right) + \left(B_{F,t}^* - (1 + i_{t-1}^*)B_{F,t-1}^*\right) = 0 . \]  

(27)

where \( B_{F,t}^* \) is the issuance of foreign currency bonds by the foreign government.

The home government policy of international asset controls and sterilization of foreign exchange operations is similar to the model in Chang, Liu, and Spiegel (2015), designed to
represent Chinese-style capital account policies. As in their case, the home country’s net foreign assets are equal to its reserves, and the level of reserves completely determines the trade balance and the real exchange rate.

The closed home capital market allows the home government to affect the real exchange rate by adjusting the level of reserves it holds. To match the empirical specification above, the reserves policy will be defined as a time path for the change reserves as a ratio to home GDP

\[ e_i \left( R_{F,t} - \left(1 - i_{t-1}\right) R_{F,t-1} \right) / GDP_t = \Omega_i. \]  

(28)

Define the real exchange rate as usual: \( re_{i,t} = e_i P^*_t / P_t \). Reserve accumulation will imply depreciation of the home nominal exchange rate. Since the closed capital account prevents private asset trades from undoing the effect of official reserves purchases, the home government can sterilize the effect of foreign exchange operations on the domestic money supply, so it retains control over the domestic price level. The simulations will assume that the government fully sterilizes and holds domestic money supply constant regardless of foreign exchange operations:

\[ M_t = \bar{M}. \]  

(29)

Given the lack of nominal frictions in the model, the specification of monetary policy is irrelevant to the results reported below. We further assume that the home government holds constant its supply of domestic currency bonds:

\[ B_{H,t} = \bar{B}_H. \]  

(30)

Given the fixed money and bond supplies, the home government budget constraint implies that the purchase of reserves is paid for by taxes on home households.

The activity of the foreign government is modeled as simply as possible. The foreign government holds foreign money supply and government issued foreign-currency bonds constant

\( (M_t^* = \bar{M}^*, B_{F,t} = \bar{B}_F^*) ).

3.6. Market clearing

---

11 The model simplifies several details relative to Chang et al. (2015), such as assuming the capital market is completely closed, the home government issues no bonds, and monetary policy and sterilization work through direct transfers to domestic households rather than bond issuance.

12 We net out interest on reserves holdings in our definition of the policy rule. This would be zero in the case where the reserve currency offers zero interest.

13 It is nonetheless useful to use money as a numeraire in the model, given the fact there are multiple traded goods.
The market clearing condition for the traded goods market is given in equation (18) above. Market clearing for the home non-traded good market requires:

\[ y_{N,t} = C_{N,t}. \]  

(31)

Labor market clearing requires:

\[ l_t = \int_0^n l_t(h) dh = n l_t(h). \]  

(32)

Given the prohibition on home households purchasing foreign bonds or exporting domestic bonds, bond market clearing requires:

\[ B_{H,t} = B_{H,t}^* \]  

(33)

for the home bond, and

\[ B_{F,t}^* + R_{F,t} = B_{F,t}^*. \]  

(34)

for the foreign bond.

Combining household, firm and government budget constraints along with the goods market clearing condition implies a balance of payments constraint:

\[ n_{t-1} e_t p_t^*(h) d_t^*(h) + P_{t-1}^* C_{H,t} - n_{t-1} p_t^*(f) d_t^*(f) - P_{t-1} F_{t-1} = e_t \left( R_{t-1} - (1 + i_{t-1}) R_{t-1} \right). \]  

(35)

This states that a home trade surplus will imply an accumulation of home reserves or net unilateral transfers.

3.7. Equilibrium and model solution

Equilibrium is defined as sequences of the following 30 home-country variables—\( P_t, P_{t,t}, P_{N,t}, p_t(h), p_t^*(h), C_{t,t}, C_{N,t}, c_t(h), c_t(f), p_t^*(h), d_{G,t}(h), d_{G,t}(f), d_{K,t}(h), d_{K,t}(f), C_t, l_t, i_t, l_t(h), G_t(h), y_t(h), \pi_t(h), n_t, n_n, d_t(h), y_{H,t}, l_{H,t}, W_t, B_{H,t}, M_t, T_t, B_{H,t}^* \)—along with their 30 foreign-country counterparts, as well as \( R_{F,t} \) and the nominal exchange rate, \( e_t \), satisfying the following 30 home-country equilibrium conditions—price indexes (7, 8), price setting rules (22, 23, 25), demand conditions (9, 10, 11a, 11b), demand conditions analogous to (11a) and (11b) for traded varieties used in intermediate input and in the entry cost, consumption Euler (12), labor supply (13), money demand (14), production function (15), choice between production factors (21), market clearing for traded variety (18), definition of firm profit (19), firm entry condition (20), firm number law.
of motion (16), definition of home demand facing a variety (17), production function for non-traded good (24), market clearing for non-traded good (31), labor market clearing (32), government budget constraint (26), money supply rule (29), government bond supply rule (30), home bond market clearing condition (33)—along with their foreign counterparts, plus the reserves policy rule (28), and the balance of payments condition (35).

The numerical experiment assumes the economy starts in period 1 at a symmetric steady state in which holdings of reserves are \( R_{F,1} = 0 \), and the real exchange rate is \( rer_t = 1 \). The benchmark experiment specifies that starting in period 1 and for every period in the 50-period simulation, the home country purchases foreign currency bonds as reserves in the amount of 5% of home GDP. This policy is not anticipated by the private agents, but there are no further surprises. Solution for the dynamic model is found by solving the model as a nonlinear forward looking deterministic system using a Newton-Raphson method as described in Laffargue (1990). This method solves simultaneously all equations for each period over the simulation horizon.

### 3.8. Some Analytical Relationships

This section develops some analytical relationships to provide intuition regarding the main mechanism by which production delocation affects manufacturing labor productivity. A statistic of particular interest from the empirical analysis above is labor productivity. Following the definition in the empirical section, we compute the ratio of value-added divided by labor input implied by the model. To compute a measure of labor productivity specific to the traded goods sector, \( LP_{T,t} \), we compute value-added by netting out the use of traded goods as inputs:

\[
LP_{T,t} = \frac{n_{t-1} \left( \left( \frac{p_t(h)}{P_t} \right) y_t(h) - G_t(h) \right)}{n_{t-1} l_t(h)}. \quad (36)
\]

---

14 We use the current sector price index, \( P_t \), both to evaluate the cost of inputs and to deflate the nominal value added, which reflects the accounting practices of the KLEMS source for our data in the empirical exercise. This price index includes changes in the set of varieties over time. First, when firms report their value added, they know the price of inputs actually paid, which changes with changes in the set of home and foreign varieties in the bundle of intermediates. So it is appropriate to measure the price of inputs using the actual index of traded goods. Second, when KLEMS computes its sector deflators, it claims to account for changes in the composition and quality of the basket of goods. This is appropriate for use in evaluating our simulation, which has the goal of tracking the long-run effect of policies after a 20-year time span, which is a different situation than tracking volatility of price indexes over short horizons in quarterly data as in Ghironi and Melitz (2005), which instead hold constant the number of firms when computing a data-consistent price index.
The counterpart for the economy as a whole is measured as total value-added over both sectors divided by total labor input:

\[
LP_t = \frac{n_{-1} \left( p_i(h) y_i(h) - P_T G(h) \right) + P_{-1}y_{-1}}{n_{-1} l(h) + L_{-1}}.
\] (37)

To understand model implications for the measure of manufacturing labor productivity, rewrite equation (36) as:

\[
LP_{T,t} = \frac{\frac{p_i(h)}{P_{T,t}} y_i(h) - G_i(h)}{l_i(h)}
\]

and substitute in for production from equation (15):

\[
= \alpha_{T} \frac{p_i(h)}{P_{T,t}} \left( \frac{G_i(h)}{l_i(h)} \right)^{\phi} - \frac{G_i(h)}{l_i(h)}.
\]

Then substitute in input demand from (21):

\[
LP_{T,t} = \alpha_T \frac{p_i(h)}{P_{T,t}} \left( \frac{\zeta W_i}{1 - \zeta P_T} \right)^{\phi} - \frac{\zeta W_i}{1 - \zeta P_T}
\]

and for firm price setting from (22): \( p_i(h) = \frac{\phi}{\phi - 1} \zeta^{-\phi} (1 - \zeta)^{1-\phi} P_{T,t} \zeta W_i^{1-\zeta} / \alpha_{T,t} \)

\[
LP_{T,t} = \left( \frac{\phi}{\phi - 1} \right)^{\phi} \left( \frac{1}{1 - \zeta} \right)^{\phi} \frac{W_i}{P_{T,t}}.
\] (38)

This equation indicates that the manufacturing labor productivity depends on the relative cost of material inputs to labor inputs \( W_i / P_T \), as well as the share of intermediates in marginal costs \( \zeta \). In particular, since \( 0 < \zeta < 1 < \frac{\phi}{\phi - 1} \), so \( \left( \frac{\phi}{\phi - 1} - \zeta \right) > 0 \) and \( \left( \frac{1}{1 - \zeta} \right) > 0 \), we know that labor productivity rises with a fall in the relative cost of materials.

Further, differentiating (38) with respect to the intermediates share:

\[
\frac{\partial LP_{T,t}}{\partial \zeta} = \left( \frac{1}{\phi - 1} \right) \left( \frac{1}{1 - \zeta} \right) \frac{W_i}{P_{T,t}} > 0.
\]

Thus, for a given relative cost of intermediates, a rise in intermediate share leads to an increase in labor productivity.
There are several channels by which this fall in the cost of materials affects our measure of labor productivity. First, by standard economic logic, the resulting rise in usage of materials inputs relative to labor in the Cobb-Douglas production function increases the marginal product of the other factor, labor. Further, the rise in the relative price of a given home variety, \( p_t(h) \), to the materials price index, \( P_{r,t} \), also raises the value of a firm’s output relative to materials inputs, implying a higher value added. Finally, when we deflate value added, a decline in the sectoral price deflator, which is also \( P_{r,t} \), works to raise value added.

It is well understood in the trade literature that firm delocation can benefit consumers by lowering the price index of traded goods, and this occurs through a saving on trade costs when a larger share of these goods are produced domestically (see Ossa, 2011; Bergin and Corsetti, 2020). This logic applies directly in the present context to the price index of material inputs, which is the same as the consumer price index of traded goods. Consider the definition of this price index (equation (8)), substituting in firm price setting behavior (equation (22) and its foreign counterpart):

\[
P_{r,t} = \left( n_t \left( \frac{\phi}{\phi - 1} \zeta^{-\zeta} (1 - \zeta)^{\zeta - 1} P_{r,t} \hat{z} W_t^{1-\hat{z}} / \alpha_{r,t} \right)^{1-\phi} + n_t^* \left( \frac{\phi}{\phi - 1} \zeta^{-\zeta} (1 - \zeta)^{\zeta - 1} (1 + \tau) e_t P_{r,t}^* \hat{z} W_t^{1-\hat{z}} / \alpha_{r,t}^* \right)^{1-\phi} \right)^{1/\phi}
\]

While the price index clearly is part of a simultaneous system, one can see that, holding other endogenous variables constant, a firm delocation raising \( n_t \) and lowering \( n_t^* \) will reduce the share of intermediates that are imported and thus subject to trade costs, and will thereby lower the home price index for materials. The exact effect depends, of course, on the endogenous movement of wages in the general equilibrium. To study this issue more completely, we need to rely upon numerical simulation.

### 3.9. Model parameterization

Where possible, parameter values are taken from standard values in the literature. Risk aversion is set at \( \sigma = 2 \). Time preference is set at \( \beta = 0.96 \), consistent with an annual frequency. Labor supply elasticity is set at \( 1/\psi = 1.9 \) following Hall (2009). The traded goods share is set to \( \nu = 0.5 \), and the elasticity of substitution between traded and nontraded goods is set to \( \eta = 0.5 \), both taken from chapter 8 of Uribe and Schmitt-Grohé (2017). To set the elasticity of substitution among the
differentiated (traded) varieties, $\phi$, we draw on the estimate in Broda and Weinstein (2006) of 5.2
(the sample period is 1972-1988, with differentiated classification based on Rauch (1999)).

The firm death rate is set at $\delta = 0.1$, which is four times the standard rate of 0.025 to reflect
the annual frequency. The sunk cost of entry is normalized, $\bar{K} = 1$, as are the level of productivities
in both sectors: $\alpha_T = \alpha_N = 1$. The benchmark calibration of share of intermediates in differentiated
goods production is set to $\zeta = 0.55$, based on Yamano and Ahmad (2006), though other values will
be considered in robustness analysis.\(^{15}\)

Trade cost, $\tau$ is set so that exports represent 26% of GDP, as is the average in World Bank
national accounts data for both China and the OECD average from 2001-2019.\(^{16}\) In model
simulation, this requires a value of $\tau = 0.33$.\(^{17}\) This is similar to the value of trade costs typically
assumed by macro research, such as 0.25 in Obstfeld and Rogoff (2001). But it is small compared to
some trade estimates, such as 1.7 suggested by Anderson and van Wincoop (2004), and adopted by

The benchmark experiment specifies reserve accumulation at the rate of $\Omega = 5\%$ for each
year. This was chosen as a quantitatively reasonable value, since this is the average reserve
accumulation for China during the period 2006-2014.\(^{18}\) For simplicity and without loss of generality,
the money and government bond supplies are set at: $\bar{M} = \bar{M}^* = 0$ and $\bar{B}_H^* = \bar{B}_f^* = 0$.

See Table 4 for a summary of parameter values.

[Insert Table 4 about here]

4. Model Simulation Results
The primary experiment specifies that the home country adopts a policy of purchasing reserves
each year at the rate of 5% of GDP starting in period 1 and continuing for the full simulation period.
In the initial period prior to the adoption of this reserves policy, the two countries start from a

---

\(^{15}\) This value is computed from the input-output table for the U.S. in Yamano and Ahmad (2006), based on the ratio
of intermediates to the sum of intermediates plus value added in the primary manufacturing sector.

\(^{16}\) See https://data.worldbank.org/indicator/NE.EXP.GNFS.ZS?locations=OE. The value for China is 25.7, and for
OECD 25.6.

\(^{17}\) To coincide with standard accounting definitions, differentiated goods used as intermediates are included in the
measure of exports, and excluded in the measure of GDP.

\(^{18}\) Based on data from International Financial Statistics from the IMF, we computed average annual change in
international reserves as a share of GDP equal to 4.89\% during this period. We note that the annual reserve
accumulation reached a high of 14.9\% of GDP in 2009.
symmetric steady state with zero reserves holdings, balanced trade, and where the real exchange rate is 1.0. The adoption of this policy is a surprise to agents, but we assume no further surprises thereafter. We solve for the perfect-foresight equilibrium. To reflect the length of our empirical dataset, the effects of this policy are tracked for 25 years, assuming agents expect this policy to continue indefinitely. To facilitate formation of this expectation in the perfect-foresight environment, the simulation is run for 50 years assuming no change in reserves policy; robustness checks will consider the implications of alternative assumptions regarding the duration of the reserves policy.

### 4.1. Benchmark model simulations

Figure 1 plots the dynamic responses of variables as percent deviations from the initial steady state, and Table 5 reports the value of the cumulative percentages after 5 years.\(^{19}\) First consider the mechanics of the reserves policy. Figure 1 shows reserves purchases constant at 5% of annual GDP, as was specified above for the reserves policy.\(^{20}\) As shown in Figure 1, the accumulation of reserves implies an immediate depreciation of the home real exchange rate of nearly 3%. This currency undervaluation attenuates over time, as growth dynamics in the traded goods sector described below create pressure for real exchange rate appreciation à la Balassa-Samuelson. Given that the model specifies that the home country fully sterilizes any effect of the foreign exchange operation on the domestic nominal money supply, the purchase of reserves is financed entirely by a rise in taxes levied on home households. (The figure shows this tax attenuates after the initial period, as interest revenue on previously accumulated reserves offsets some of the cost to the home government of reserves purchases.)

The reserves purchase each period translates directly into a trade surplus of equal size, as dictated by the balance of payments identity along with capital controls that preclude offsetting adjustment in private asset transactions. The trade surplus implies a shift in production from the nontraded sector to the traded sector. Employment in the traded (manufacturing) sector and value-

---

\(^{19}\) Impulse responses report percent deviations from initial values where possible. Variables with zero steady state values, such as trade balance and tax, are reported as changes as a share of GDP. Variables measured as shares, such as the intermediate share, are reported as changes in the share.

\(^{20}\) In the benchmark simulation experiment the accumulated level of reserves reaches 137% of GDP by year 20, which is somewhat higher than, but of the same order of magnitude as, the ratio of reserves to GDP in Chinese data. Using IFS data, the ratio of international liquidity to GDP reaches a high in 2018 of 105%. While the exponential reserve accumulation in the simulation is not sustainable indefinitely, it is sustainable over a finite horizon as in the experiments of this paper.
added in this sector rise steeply (both around 10% in the initial period of the policy in impulse responses), while employment in the nontraded sector falls. Overall GDP rises by a substantial 6% in the initial period of the policy, largely due to a similarly sized rise in overall labor supply. This rise in labor supply can be attributed to the negative wealth effect of the rise in taxes used to finance reserve purchases.

Figure 1 shows a large rise in investment in new firm creation in the traded goods sector in the initial periods after the policy adoption. Given that capital controls prevent the home country from borrowing abroad to finance this investment, this investment requires a rise in domestic saving and hence a fall in domestic consumption in the short run, despite the rise in overall GDP. We note that the rise in the number of firms is gradual, and requires nearly 20 years to approach its new long-run level. Although the model imposes no explicit quadratic cost of changing investment in the stock of firms, investment spending is spread over time because it is costly to households in terms of consumption, which cannot be smoothed due to capital controls.

The gradual accumulation of firms becomes the source of growth dynamics in subsequent periods. By the end of 20 years, the number of home firms rises 8.7%, even somewhat above the rise in domestic production of traded goods by 7.8%, which indicates that production in this sector is entirely at the extensive margin of new firms. Home production in the nontraded sector falls (by 1.1%), confirming the shift in production between sectors. Foreign variables move in the opposite direction to home variables by a similar magnitude, with a fall in the number of foreign firms and production in the traded goods sector. This reflects the so-called firm delocation effect, as discussed in Ossa (2011). The positive home trade balance creates a rise in the overall demand facing home producers, which encourages more firm entry in the home market, since the benefit of entry in terms of profits exceeds the sunk entry cost. The home country thus represents a greater share of the total varieties of traded goods in global production.

Consider next the implications for labor productivity in the manufacturing (traded) sector, our variable of primary interest. Figure 1 shows that labor productivity in the traded sector initially falls, but then rises over time, and eventually exceeds the initial level prior to the adoption of the reserves policy. The initial fall in productivity is due to the fact that the initial rise in output is generated primarily by raising labor input. Currency devaluation makes imported intermediates
more expensive, shifting the input demand from intermediates to labor. But this changes as the number of home firms rises.

The benefits of firm delocation for productivity are similar to the benefits for consumers, which have been studied extensively in the trade literature. A rise in the share of varieties in the traded goods bundle that are produced domestically implies that consumers pay less trade cost, lowering the price index of traded goods and raising overall consumption. Similarly, the price index of intermediate inputs falls over time since a smaller share of prices in this bundle is affected by trade costs. This shifts the mix in inputs toward intermediates, and raises the productivity of home traded goods producers. Figure 1 shows that the share of domestic varieties in the intermediates bundle rises on impact due to the rise in the cost of foreign intermediates, and then rises further as the rise in the number of home producers increase the share of home traded varieties in the world.

As discussed in the analytical section (3.8), a rise in labor productivity is associated with a fall in the relative price of material inputs compared to labor inputs. Figure 1 shows that in the initial five years of the reserves policy, these prices move in the opposite direction: real wage falls and materials price rises. As discussed above, the fall in wage can be attributed the rise in labor supply following the income effect of the tax increase, and the rise in input costs due to the rising cost of imports following the devaluation. This period of rising relative price of material inputs corresponds with the temporary fall in labor productivity seen in Figure 1. But over time, as home firms and varieties rises, the home price in intermediates falls. Impulse responses in Figure 1 show that the subsequent period of rising labor productivity is associated with the fall in relative price of material inputs, as predicted in the analytical section.

Table 5 reports cumulative percent changes in variables after 5 years of the reserve policy, which provide quantities we can use to compare to the empirical regressions. In particular, column (1) shows that in the benchmark model simulation, home labor productivity in manufacturing grew 2.2% during the first 5-year period of the reserves policy.\(^{21}\) Recall that the empirical exercise regressed the cumulative productivity growth during a 5-year period on the average annual reserve accumulation during that period. One comparable metric for the simulation is to divide the productivity growth above by 5, which is the constant percentage reserve accumulation during

\(^{21}\) For comparability with the empirical measurement, we track the change in productivity from the first period of the reserves policy until the 5\(^{th}\) period of the policy.
each of the periods. This ratio is 0.446 for the benchmark simulation. This value may be compared
to the effect of a unit average annual reserve accumulation in the empirical regression, which is
the sum of the coefficient on the interaction term and that on reserves to GDP changes, which
equals $1.82 - 0.45 = 1.37$ for column (1) of Table 2, while it equals 1.24 in column (2), and 1.11
in column (3), for varying estimation methods. By this metric, the theoretical model is able to
explain between a third to 40% of the rise in productivity in terms of firm dynamics without
appealing the learning-by-doing at the firm level.

A second metric is to apply more literally the empirical regression methodology to
simulated data. To reflect the empirical sample of 45 countries, we conduct 45 separate simulations,
each with a distinct reserves policy for the home country. Summary statistics for our empirical
sample in Appendix Table 1 show that reserves accumulation varies in our sample from -2.9% to
10.9%. In model simulations, this range of values for reserve accumulation is divided into 45
increments, and each used to define the constant reserves accumulation policy for one of the 45
simulations. The home country data from the 45 simulations comprise the cross-section dimension
of the panel in our regression of simulated data. The simulations are run for 25 years, and again
reflecting the empirical specification, we compute 5-year averages, which comprise the time-series
dimension of the panel. We also include the initial period as an observation in the time series.
We then conduct a panel regression of the log change in labor productivity during the 5-year
periods on the average annual level of reserve accumulation, as well as on a constant and the lagged
level of productivity. Since all simulated data apply to a country with capital controls, there is no
need in this regression for a separate regressor for capital controls or for the interaction term with
capital controls.

The regression coefficients for the benchmark model specification are reported at the
bottom of Table 5. The coefficient on the reserve accumulation in this simulated regression is
0.322. Since there is no interaction term in this regression on simulated data, this regression
coefficient may be compared directly with the composite empirical values cited above for the
empirical regressions (1.37, 1.24 and 1.11). By this metric, the benchmark model is able to explain
about one-quarter of the rise in productivity purely in terms of our firm dynamics mechanism.

---

22 To match the specification of data use in the empirical regression, the measure of productivity change is the
cumulative change over the 5-year period, and the change in reserves is the average annual accumulation of reserves
during the 5-year period.
We briefly discuss welfare implications. Welfare is computed in the usual manner in units of consumption needed to make utility the same as in an equivalent simulation where home reserves remained constant at zero. Table 5 reports this welfare change from the reserves policy both using utility at the 5-year mark, and the present discounted value during the full transition of the 50-period simulation. Given the fact that throughout the length of the simulation, consumption falls while labor rises and hence leisure falls, it should not be surprising that Table 5 shows that both measures of welfare fall as a result of the reserves policy. This underscores that productivity gains do not guarantee welfare improvement of consumers, especially when the reserves policy generating the productivity gain needs to be financed through taxes which lowers household wealth.\textsuperscript{23}

We conclude by highlighting three features of the rise in home labor productivity implied by this model. First, it is gradual, tracking the accumulation in the number of domestic firms in this sector. Second, it is associated with a rise in the domestic share of intermediates. And third, productivity in this model rises despite the absence of standard stories of learning by doing at the firm level. Instead, our story is based on a rise in industry-level productivity derived from the interaction of domestic producers in a complex production structure.

4.2. Sensitivity Analysis
Sensitivity analysis is useful to highlight the essential roles of two model features: endogenous firm delocation and roundabout production. Figure 2 shows the change in dynamics of key variables when the number of firms is held exogenously fixed at the initial value from the benchmark simulation, and column (2) of Table 5 records the cumulative change in variables after 5 years. Impulse responses show that all variables now jump immediately to their long run level in the absence of firm dynamics. Without a gradual rise in firm number, there is no additional rise over time in home GDP or traded goods production after the initial rise in labor supply. And there is no force raising home productivity in the traded goods sector. Labor productivity falls in the initial period with the rise in labor inputs, as in the previous figure, but rather than rising over time to a net positive value as in that earlier scenario, it now stays at the lower level of productivity. This result confirms the essential role of firm dynamics in the mechanism described above.

\textsuperscript{23} This finding is consistent with Korinek and Serven (2016). While firm delocation provides an additional benefit to home consumers, it does not reverse the net welfare loss under parameterizations we consider.
Consider next the case when roundabout production using intermediates is removed ($\zeta = 0$), while still allowing free firm entry. Table 5 (column 3) shows that the rise in labor productivity in the traded sector is less than the benchmark case. While the degree of production relocation is even greater than the benchmark simulation, with the number of home firms, production of traded goods, and price index of trade goods all changing by somewhat larger magnitudes than the benchmark case, this production relocation nonetheless has a smaller impact on labor productivity in the absence of materials inputs. In fact, the change in labor productivity in manufacturing observed here is fully attributed to the fact that value added in this sector is deflated by the price index of traded goods, which falls due to the effect of trade costs discussed above. If manufacturing value added instead is deflated by the price of a given variety rather than an index, there is exactly zero rise in labor productivity in this case without intermediates.24

Sensitivity analysis for alternative parameterizations is also useful for identifying environments where the rise in labor productivity is amplified, and hence may account for a larger share of the estimates from the empirical section. Given the result immediately above, it is logical to conjecture that one such environment could involve a material share that is larger. For example, a material share raised from $\zeta = 0.55$ to 0.63 (which is the largest value for which the algorithm can find a solution), results in a modestly increased impact of the given reserves policy on productivity relative to the benchmark case (see column (4) of Table 5).

An environment that even more greatly amplifies firm delocation and hence productivity growth is one with a greater degree of substitutability between traded and nontraded good. If this elasticity in the consumption aggregator is increased from $\eta = 0.55$ to 0.88 (the largest value for which the algorithm can find a model solution), firm numbers increase more over 5 years than in the benchmark case (7.3% versus 5.1%), as does manufacturing labor productivity (3.1% versus 2.2%; see column (5) of Table 5). The logic is that as firm entry lowers the price of traded goods relative to non-tradeds, domestic demand shifts more strongly toward traded goods, creating even

---

24 We note that in the benchmark simulation, while the fall in the price index used as the deflator contributes to the measured rise in labor productivity, there is still a substantial rise in manufacturing labor productivity if this alternative deflator is used. Productivity over 5 periods rises by 1.2% when using firm price as a deflator, compared to by 2.2% when using the benchmark price index deflator.
more demand to encourage additional domestic firm entry in this sector. Hence, the production
delocation mechanism becomes amplified, and the effect of reserves accumulation on the share of
traded goods in home GDP more than doubles relative to the benchmark simulation (rising by 4.1%
rather than 1.7%). Regarding the empirical summary statistics, the 5-year ratio rises to 0.619 and
the regression coefficient to 0.458, which are larger than in the benchmark case, and imply that
the firm delocation mechanism in this environment can explain around half of the effect of reserves
policy on productivity found in empirical estimates.

As noted in earlier discussion, trade costs play an essential role in the firm delocation
mechanism, since saving on these trade costs is the reason for a drop in the price index of
manufacturing goods when a country’s market share in this sector rises. (See Appendix Figure A.2
for a demonstration that when trade cost is set to zero, \( \tau = 0 \), the simulation implies no fall in the
price index of manufacturing goods, and no rise in manufacturing productivity above its initial
level.) So another environment that can amplify the effects of firm delocation is one with a higher
trade cost. Column (6) of Table 5 reports simulation results when trade cost is set at \( \tau = 0.7 \) (the
highest value for which a numerical solution can be found), showing an amplification in the effects
on all variables compared to the benchmark parameterization. In particular, manufacturing labor
productivity after the first 5 years rises 2.5% compared to 2.2% in the benchmark case.\(^{25}\) The
greater saving on trade cost from firm delocation also implies a greater drop in the consumer price
index and hence a rise in consumption (though overall welfare still falls).

4.3. Comparison with Learning-by-Doing

This section compares the production delocation mechanism to the more standard mechanism for
growth in this literature based on learning-by-doing. It also takes the opportunity to discuss the
longer-run implications for productivity after a temporary reserves policy has ended.

We incorporate into our model the learning-by-doing specification of Aizenman and Lee
(2010). This specifies that productivity of firms in the trade goods sector rises with overall sector
production in the preceding period:

\[
\alpha_{t+1} = \alpha (1 + y_{t-1})^{\gamma},
\]

\(^{25}\) The higher trade cost also implies less openness of the economy. For this parameterization (\( \tau = 0.7 \)), the trade
share falls to just 4.1% of GDP.
where the parameter $\tau$ dictates the scale of the effect on productivity. Modifying our benchmark model is a simple matter of replacing the fixed parameter $\alpha_t$ with the endogenous variable $\alpha_{t^*}$ in equations that include it, such as the production function for traded goods (15) and the definition of marginal cost, $mc_t$. But as in Aizenman and Lee (2010), since learning-by-doing here is external to the firm, there is no need to re-derive firm first-order conditions governing pricing or production. We adopt a value for the scaling parameter from Aizenman and Lee’s (2010) quantitative experiments, using $\tau = 0.4$.

Simulation results for the model augmented with learning-by-doing are reported in Figure 3 (solid line) and Table 6 (column 1). Given our interest in studying the dynamics after the cessation of the reserves policy, the simulation in this section specifies reserve accumulation ends after 30 periods, so that the last 20 years of the 50-year simulation hold reserves constant. Table 6, again showing levels at the 5-year mark, shows that the modified model significantly amplifies the increase in manufacturing productivity, which rises 4.7% compared to 2.2% in the benchmark model. Further, the metrics to compare to the empirical regression are also significantly amplified. The 5-year ratio now is 0.934 and the regression coefficient 0.844, indicating that the combination of learning-by-doing and the firm delocation mechanism together can explain two thirds of the empirical estimate of the effect of reserve accumulation on productivity. The logic of learning-by-doing is that when the policy induces a rise in demand for home traded goods, the current rise in production leads to a fall in future marginal costs, which translates into a yet higher level of production in future periods. The simulation result indicates this mechanism also amplifies the production delocation effect, as both the number of home firms and the degree of home specialization in traded goods rise more in the modified model (column (1) of Table 6) compared to the benchmark (column (1) of Table 5).

Impulse responses in Figure 3 provide additional information regarding the dynamic effect of learning-by-doing. The modified model is plotted as a solid line, and for comparison, the benchmark model simulation is plotted as a dotted line. To establish a baseline for comparison, consider first the dynamics of the benchmark model. The dynamics up to period 20 are essentially the same as in Figure 1, but the new figure plots 45 periods to show the transition back to the original steady state once the policy ends, which did not occur during the simulation period in the

---

26 The latter simulation differs from the benchmark simulation in Figure 1 only in that the policy ends in period 30 rather, than running the whole 50 periods of the simulation.
original simulation. These dynamics show that firm number and manufacturing productivity begin to decline well before the end of the reserves policy. Since firm entry is based on expectations of future firm profits, new firm entry is discouraged when the reserves policy is expected to end in the near horizon. By the time the policy officially ends in period 30, the number of firms and the level of manufacturing productivity have fully returned to their initial steady-state levels.

[Insert Figure 3 about here]

Now consider the dynamics of the model augmented with learning-by-doing. Confirming the results from Table 6, manufacturing productivity and firm numbers rise more at their peak than in the benchmark model without learning-by-doing. While dynamics show a gradual return in both variables to their initial steady-state values, this decline starts later than in the benchmark model, and a substantial increase in each remains well beyond the end of the reserves policy. It takes until year 45 to approach their initial steady-state levels. So the presence of learning-by-doing confers a degree of persistence to the effect of reserves accumulation policy. We also note that in this modified model, reserves accumulation raises consumption over part of the simulation period, and single-period welfare actually rises during some periods. Nonetheless, the present value of overall welfare over the full sample period still falls as a result of the reserves policy.²⁷

To disentangle the effects of learning-by-doing on its own from its interaction with firm delocation, we also report result from a simulation of a version of the model that includes learning-by-doing, but removes firm delocation by holding the number of firms constant at its steady-state level. Results are reported in Column (2) of Table 6 and in the dashed line in Figure 3. These results are striking. While the interaction of learning-by-doing with firm delocation generates larger and more persistent effects on productivity, learning-by-doing on its own does not. In the absence of a rise in firms, the magnitude of the rise in manufacturing productivity is very small, and there is no persistence beyond the reserves policy. This suggests that the large and persistent effects of reserves policy on production in the augmented model come not from learning-by-doing per se, but rather its interaction with firm delocation. The logic is simple, in that the learning-by-doing mechanism relies upon a rise in overall sector production, and production delocation shows

²⁷ One also notes that the real exchange rate appreciates in later periods of the simulation rather than depreciates. As was true in the benchmark model simulation, productivity gains specific to the traded goods sector lead to Balassa-Samuelson effects favoring real exchange rate appreciation. Since productivity gains are larger in the model with learning by doing, this pressure for appreciation is all the stronger. Nonetheless, the policy of reserves accumulation implies that the real exchange rate appreciation is smaller than would otherwise be the case for this level of productivity gain.
that an effective way to achieve this is to foster an increase in the number of domestic firms in this market and push out foreign firms. Further, this result underscores that the primary source of the rise in manufacturing labor productivity is the substitution of domestically-produced material inputs for labor due to a drop in the relative price of materials. Firm delocation generates this through cost saving on trade costs, which appears to be a potent effect, while learning-by-doing does not have a mechanism to affect relative input prices in this way.

5. Conclusion
The growth success of China and other Asian economies has spurred interest in reserve accumulation and currency undervaluation as a policy to promote export-led economic growth. This paper proposes a novel channel by which this may occur, by promoting growth in new firm entry and the extensive margin of trade. This explanation complements, but is distinct from the widespread theory of export-led growth based on learning-by-doing; it instead builds on recent developments in the firm dynamics literature, and extends the concept of firm delocation developed in trade theory. A novel prediction of the theory is that undervaluation promotes agglomeration through the redirection of inputs in production chains, pointing out a potential benefit of policies aimed at capturing a larger share of manufacturing production chains domestically. In particular, locating production chains domestically lowers the cost of materials inputs, and thereby works to raise manufacturing labor productivity. This approach has the benefit of accounting for observations in the growth literature that export-led growth is associated with expansion in the extensive margin of trade, and that it depends on the complexity in a country’s manufacturing sector. We provide original empirical evidence supporting this approach, showing that a capital account policy combining capital controls with reserve accumulation promotes growth in manufacturing labor productivity, and this works in part through a channel reshaping firm dynamics and production chains.

In addition to contributing to the large literature on currency valuation and export-led growth, this paper also contributes to the recent literature on premature deindustrialization and industry polarization. The paper also contributes something new to the trade literature studying firm delocation, proposing the combination of capital account policy and exchange rate management as an alternative to tariffs as a policy tool. Finally, we also contribute to the macro literature studying currency devaluations. While competitive devaluations have long been a staple
of international macro theory and policy, our work shows how they can be particularly effective in the context of capital controls and firm dynamics. An overarching argument of this paper is that the broader macro literature tends to under-appreciate the role that exchange rate regimes can play in longer term phenomena like structural change and economic growth.
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Table 1. Sample countries (45 countries, 1985-2007)

Panel A. list of countries

<table>
<thead>
<tr>
<th>Advanced countries</th>
<th>Emerging market countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>Italy*</td>
</tr>
<tr>
<td>Austria*</td>
<td>Japan*</td>
</tr>
<tr>
<td>Belgium*</td>
<td>Netherlands*</td>
</tr>
<tr>
<td>Canada*</td>
<td>New Zealand*</td>
</tr>
<tr>
<td>Denmark*</td>
<td>Norway</td>
</tr>
<tr>
<td>Finland*</td>
<td>Portugal*</td>
</tr>
<tr>
<td>France*</td>
<td>Spain*</td>
</tr>
<tr>
<td>Germany*</td>
<td>Sweden*</td>
</tr>
<tr>
<td>Greece*</td>
<td>Switzerland</td>
</tr>
<tr>
<td>Iceland</td>
<td>United Kingdom*</td>
</tr>
<tr>
<td>Ireland*</td>
<td>United States*</td>
</tr>
<tr>
<td>Australia</td>
<td>Argentina</td>
</tr>
<tr>
<td>Austria*</td>
<td>Bolivia</td>
</tr>
<tr>
<td>Belgium*</td>
<td>Brazil</td>
</tr>
<tr>
<td>Canada*</td>
<td>Chile*</td>
</tr>
<tr>
<td>Denmark*</td>
<td>China*</td>
</tr>
<tr>
<td>Finland*</td>
<td>Colombia</td>
</tr>
<tr>
<td>France*</td>
<td>Costa Rica*</td>
</tr>
<tr>
<td>Germany*</td>
<td>Cyprus*</td>
</tr>
<tr>
<td>Greece*</td>
<td>Egypt</td>
</tr>
<tr>
<td>Iceland</td>
<td>Hong Kong, China</td>
</tr>
<tr>
<td>Ireland*</td>
<td>India*</td>
</tr>
</tbody>
</table>

*domestic intermediate share data are available ※sectoral productivity data is available after 1990. ○ setoral productivity data is available after 2000.

Panel B. Average share of total intermediate input to gross output

<table>
<thead>
<tr>
<th></th>
<th>Low group (lower 33%)</th>
<th>Middle group (33–66%)</th>
<th>High group (over 66%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>0.632485</td>
<td>0.660526</td>
<td>0.7042505</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.636164</td>
<td>0.66201</td>
<td>0.7200581</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.639832</td>
<td>0.662856</td>
<td>0.7247325</td>
</tr>
<tr>
<td>Germany</td>
<td>0.649829</td>
<td>0.668226</td>
<td>0.7206021</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.651942</td>
<td>0.675283</td>
<td>0.7295762</td>
</tr>
<tr>
<td>Japan</td>
<td>0.650326</td>
<td>0.677565</td>
<td>0.7612507</td>
</tr>
<tr>
<td>United States</td>
<td>0.655565</td>
<td>0.678246</td>
<td>0.795762</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.655894</td>
<td>0.683684</td>
<td>0.7612507</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>0.656546</td>
<td>0.6981</td>
<td>0.7707036</td>
</tr>
</tbody>
</table>

† Emerging market countries
Table 2. Capital account policy and manufacturing productivity growth

<table>
<thead>
<tr>
<th>Methods</th>
<th>Manufacturing productivity growth</th>
<th>Non-Manufacturing productivity growth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Panel within</td>
<td>System GMM</td>
</tr>
<tr>
<td></td>
<td>Panel within</td>
<td>System GMM</td>
</tr>
<tr>
<td>Sample</td>
<td>Full sample</td>
<td>Emerging market</td>
</tr>
<tr>
<td>Initial productivity</td>
<td>-0.0666***</td>
<td>0.0124</td>
</tr>
<tr>
<td></td>
<td>(0.0132)</td>
<td>(0.0078)</td>
</tr>
<tr>
<td>Capital controls (CC)</td>
<td>0.0068</td>
<td>-0.0061</td>
</tr>
<tr>
<td></td>
<td>(0.0145)</td>
<td>(0.0234)</td>
</tr>
<tr>
<td>d.Reserves/GDP</td>
<td>-0.4464**</td>
<td>-0.3574</td>
</tr>
<tr>
<td></td>
<td>(0.2054)</td>
<td>(0.2495)</td>
</tr>
<tr>
<td>Capital controls</td>
<td>1.8161***</td>
<td>1.5981***</td>
</tr>
<tr>
<td></td>
<td>(0.3014)</td>
<td>(0.5009)</td>
</tr>
<tr>
<td>Private credit/GDP</td>
<td>-0.0086</td>
<td>0.0079</td>
</tr>
<tr>
<td></td>
<td>(0.0113)</td>
<td>(0.0157)</td>
</tr>
<tr>
<td>(log) terms of trade</td>
<td>-0.0116</td>
<td>0.0123</td>
</tr>
<tr>
<td></td>
<td>(0.0158)</td>
<td>(0.0201)</td>
</tr>
<tr>
<td>Trade openness</td>
<td>-0.0415**</td>
<td>0.0064</td>
</tr>
<tr>
<td></td>
<td>(0.0179)</td>
<td>(0.0048)</td>
</tr>
<tr>
<td>Population growth</td>
<td>-0.4013</td>
<td>-0.5994</td>
</tr>
<tr>
<td></td>
<td>(0.5559)</td>
<td>(0.4789)</td>
</tr>
<tr>
<td>Human capital</td>
<td>0.0029*</td>
<td>-0.0001</td>
</tr>
<tr>
<td></td>
<td>(0.0016)</td>
<td>(0.0009)</td>
</tr>
<tr>
<td>Institution quality</td>
<td>-0.0012</td>
<td>-0.0027</td>
</tr>
<tr>
<td></td>
<td>(0.0025)</td>
<td>(0.0027)</td>
</tr>
<tr>
<td>Crisis</td>
<td>-0.0038</td>
<td>-0.0170</td>
</tr>
<tr>
<td></td>
<td>(0.0111)</td>
<td>(0.0149)</td>
</tr>
<tr>
<td>Country FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Period FE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>AR(1) (p-value)</td>
<td>0.001</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>AR(2) (p-value)</td>
<td>0.827</td>
<td>0.892</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Weak IV (p-value)</td>
<td>0.11</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Over-id test (p-value)</td>
<td>0.611</td>
<td>0.773</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td># of instruments</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td># of countries</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>177</td>
<td>177</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.612</td>
<td>0.597</td>
</tr>
</tbody>
</table>

Note: Two-step system GMM results are reported in columns (2), (3), (5) and (6). Initial value of labor productivity is considered an endogenous variable. Weak IV test reports F-test of excluded instruments for the initial value of productivity, of which the null hypothesis is that instruments are weak. Over-id test report the validity of instruments, the null is that instruments are valid. Clustered robust standard errors at country level are reported in parentheses. *, ** and *** are the significance level at 10%, 5% and 1%, respectively.
Table 3. Capital account policy and channels

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>(1) Manufacturing labor shares</th>
<th>(2) Extensive margins of exports</th>
<th>(3) Intensive margins of exports</th>
<th>(4) (log) # of listed domestic firms</th>
<th>(5) Domestic intermediate shares</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital controls</td>
<td>0.020***</td>
<td>0.005</td>
<td>-0.004</td>
<td>0.354*</td>
<td>0.214***</td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td>(0.017)</td>
<td>(0.011)</td>
<td>(0.196)</td>
<td>(0.057)</td>
</tr>
<tr>
<td>d.Reserves to GDP</td>
<td>-0.237</td>
<td>-0.882***</td>
<td>-0.047</td>
<td>-5.008**</td>
<td>-0.077</td>
</tr>
<tr>
<td></td>
<td>(0.147)</td>
<td>(0.292)</td>
<td>(0.152)</td>
<td>(2.254)</td>
<td>(0.670)</td>
</tr>
<tr>
<td>Capital controls ×</td>
<td>0.540**</td>
<td>2.437***</td>
<td>0.035</td>
<td>12.077*</td>
<td>2.849*</td>
</tr>
<tr>
<td>d.Reserves to GDP</td>
<td>(0.246)</td>
<td>(0.646)</td>
<td>(0.269)</td>
<td>(7.136)</td>
<td>(1.535)</td>
</tr>
<tr>
<td>log rGDP per capita</td>
<td>0.455***</td>
<td>0.612***</td>
<td>0.154*</td>
<td>-0.922</td>
<td>-0.644*</td>
</tr>
<tr>
<td></td>
<td>(0.091)</td>
<td>(0.173)</td>
<td>(0.088)</td>
<td>(1.399)</td>
<td>(0.316)</td>
</tr>
<tr>
<td>log rGDP per capita squared</td>
<td>-0.026***</td>
<td>-0.033***</td>
<td>-0.008</td>
<td>0.076</td>
<td>0.031*</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.009)</td>
<td>(0.005)</td>
<td>(0.076)</td>
<td>(0.018)</td>
</tr>
<tr>
<td>Terms of trade</td>
<td>-0.012</td>
<td>0.010</td>
<td>0.013</td>
<td>-0.249</td>
<td>-0.067</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.020)</td>
<td>(0.013)</td>
<td>(0.268)</td>
<td>(0.059)</td>
</tr>
<tr>
<td>Crisis</td>
<td>-0.007</td>
<td>0.000</td>
<td>-0.004</td>
<td>-0.074</td>
<td>-0.074**</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.012)</td>
<td>(0.009)</td>
<td>(0.162)</td>
<td>(0.034)</td>
</tr>
<tr>
<td>Country FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Period FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>R-squared</td>
<td>153</td>
<td>156</td>
<td>156</td>
<td>143</td>
<td>83</td>
</tr>
<tr>
<td>Observations</td>
<td>0.929</td>
<td>0.975</td>
<td>0.936</td>
<td>0.971</td>
<td>0.968</td>
</tr>
</tbody>
</table>

Note: Clustered robust standard errors at country level are reported in parentheses. *, ** and *** are the significance level at 10%, 5% and 1%, respectively.
Table 4. Benchmark Parameter Values

<table>
<thead>
<tr>
<th>Preferences</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk aversion</td>
<td>$\sigma = 2$</td>
</tr>
<tr>
<td>Time preference</td>
<td>$\beta = 0.96$</td>
</tr>
<tr>
<td>Labor supply elasticity</td>
<td>$1 / \psi = 1.9$</td>
</tr>
<tr>
<td>Traded goods share</td>
<td>$\nu = 0.5$</td>
</tr>
<tr>
<td>Substitution elasticity between sectors</td>
<td>$\eta = 0.5$</td>
</tr>
<tr>
<td>Differentiated (traded) goods elasticity</td>
<td>$\phi = 5.2$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Technology</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Firm death rate</td>
<td>$\delta = 0.1$</td>
</tr>
<tr>
<td>Intermediate input share</td>
<td>$\zeta = 0.55$</td>
</tr>
<tr>
<td>Trade cost</td>
<td>$\tau = 0.33$</td>
</tr>
<tr>
<td>Firm sunk entry cost</td>
<td>$\bar{K} = 1$</td>
</tr>
<tr>
<td>Productivities</td>
<td>$\alpha_T = \alpha_N = 1$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Policy</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Monetary policy</td>
<td>$\bar{M} = \bar{M'} = 1$</td>
</tr>
<tr>
<td>Reserves</td>
<td>$\Omega_t = 0.05, t &gt; 1$</td>
</tr>
</tbody>
</table>
Table 5. Simulation Results:
Effect of undervaluation policy after 5 years

<table>
<thead>
<tr>
<th></th>
<th>(1) Benchmark model</th>
<th>(2) No firm entry $(n=n)$</th>
<th>(3) No intermediates $(\zeta = 0)$</th>
<th>(4) Higher intermediate share $(\zeta = 0.63)$</th>
<th>(5) More substit. non-traded good $(\eta = 0.88)$</th>
<th>(6) High trade cost $(\tau=0.7)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of firms:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home $(n)$</td>
<td>5.129</td>
<td>0.000</td>
<td>8.561</td>
<td>4.586</td>
<td>7.252</td>
<td>5.691</td>
</tr>
<tr>
<td>Foreign $(n*)$</td>
<td>-5.081</td>
<td>0.000</td>
<td>-8.371</td>
<td>-4.576</td>
<td>-7.222</td>
<td>-5.468</td>
</tr>
<tr>
<td>Production by sector:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home, traded $(y_T)$</td>
<td>8.287</td>
<td>5.654</td>
<td>9.903</td>
<td>8.183</td>
<td>11.303</td>
<td>8.853</td>
</tr>
<tr>
<td>Home, nontraded $(y_N)$</td>
<td>-1.400</td>
<td>-1.121</td>
<td>-1.169</td>
<td>-1.473</td>
<td>-1.511</td>
<td>-1.430</td>
</tr>
<tr>
<td>Foreign, nontraded $(y_N*)$</td>
<td>1.479</td>
<td>1.144</td>
<td>1.192</td>
<td>1.566</td>
<td>1.551</td>
<td>1.476</td>
</tr>
<tr>
<td>Home traded prod. share</td>
<td>1.661</td>
<td>1.349</td>
<td>4.571</td>
<td>1.287</td>
<td>4.072</td>
<td>1.907</td>
</tr>
<tr>
<td>GDP (home)</td>
<td>6.639</td>
<td>3.961</td>
<td>5.440</td>
<td>6.895</td>
<td>6.977</td>
<td>7.090</td>
</tr>
<tr>
<td>Labor (home)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall $(L)$</td>
<td>5.518</td>
<td>4.431</td>
<td>4.597</td>
<td>5.815</td>
<td>3.667</td>
<td>5.246</td>
</tr>
<tr>
<td>Traded sector $(L_T)$</td>
<td>7.971</td>
<td>6.400</td>
<td>9.995</td>
<td>7.874</td>
<td>5.751</td>
<td>8.024</td>
</tr>
<tr>
<td>Nontraded sector $(L_N)$</td>
<td>-1.400</td>
<td>-1.121</td>
<td>-1.169</td>
<td>-1.473</td>
<td>-0.940</td>
<td>-1.430</td>
</tr>
<tr>
<td>Relative wage $(W/P_T)$</td>
<td>1.566</td>
<td>0.804</td>
<td>1.205</td>
<td>1.641</td>
<td>1.055</td>
<td>1.649</td>
</tr>
<tr>
<td>Consumption</td>
<td>-1.203</td>
<td>-1.617</td>
<td>-1.058</td>
<td>-1.296</td>
<td>-0.777</td>
<td>-0.831</td>
</tr>
<tr>
<td>Utility</td>
<td>-5.872</td>
<td>-5.360</td>
<td>-5.266</td>
<td>-6.065</td>
<td>-3.963</td>
<td>-5.330</td>
</tr>
<tr>
<td>PDV Utility</td>
<td>-4.484</td>
<td>-5.126</td>
<td>-4.557</td>
<td>-4.266</td>
<td>-3.164</td>
<td>-3.811</td>
</tr>
</tbody>
</table>

For comparison to empirical regression:
5-year %Δ labor productivity*:
- Manufacturing sector 2.231 0.000 1.882 2.336 3.096 2.518
- Overall 1.563 0.000 0.832 1.760 1.615 1.695

Ratio of 5-year Δ productivity to Δ reserves*:
- 0.446 0.000 0.376 0.467 0.619 0.504

Regression coefficient:
- 0.322 0.000 0.187 0.363 0.456 0.451

Simulation specifies home reserves accumulation of 5% of GDP each year of 50-year simulation.
*Productivity measures percentage change from first year of policy rather than from steady state.
Table 6. Simulation for model with Learning-By-Doing: 
Effect of undervaluation policy after 5 years

<table>
<thead>
<tr>
<th></th>
<th>(1) LBD &amp; delocation ((t=0.4))</th>
<th>(2) LBD, no delocation ((t=0.4, n\bar{n}))</th>
<th>(3) Delocation, no LBD* ((t=0))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent change in year 5 from initial value:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of firms:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home ((n))</td>
<td>5.452</td>
<td>0.000</td>
<td>5.123</td>
</tr>
<tr>
<td>Foreign ((n^*))</td>
<td>-5.685</td>
<td>0.000</td>
<td>-5.074</td>
</tr>
<tr>
<td>Production by sector:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home, traded ((y_T))</td>
<td>11.447</td>
<td>6.952</td>
<td>8.282</td>
</tr>
<tr>
<td>Foreign, traded ((y_T^*))</td>
<td>-11.119</td>
<td>-6.725</td>
<td>-8.090</td>
</tr>
<tr>
<td>Home, nontraded ((y_N))</td>
<td>-1.313</td>
<td>-0.941</td>
<td>-1.399</td>
</tr>
<tr>
<td>Foreign, nontraded ((y_N^*))</td>
<td>1.445</td>
<td>0.984</td>
<td>1.478</td>
</tr>
<tr>
<td>Home traded prod. share</td>
<td>2.010</td>
<td>1.466</td>
<td>1.661</td>
</tr>
<tr>
<td>GDP (home)</td>
<td>8.283</td>
<td>4.573</td>
<td>6.634</td>
</tr>
<tr>
<td>Labor (home)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall ((L))</td>
<td>5.104</td>
<td>3.667</td>
<td>5.515</td>
</tr>
<tr>
<td>Traded sector ((L_T))</td>
<td>8.008</td>
<td>5.752</td>
<td>7.967</td>
</tr>
<tr>
<td>Nontraded sector ((L_N))</td>
<td>-1.313</td>
<td>-0.941</td>
<td>-1.399</td>
</tr>
<tr>
<td>Relative wage ((W/P_T))</td>
<td>2.010</td>
<td>1.055</td>
<td>1.565</td>
</tr>
<tr>
<td>Consumption</td>
<td>-0.187</td>
<td>-0.777</td>
<td>-1.203</td>
</tr>
<tr>
<td>Utility</td>
<td>-4.634</td>
<td>-3.963</td>
<td>-5.869</td>
</tr>
<tr>
<td>PDV Utility</td>
<td>-2.102</td>
<td>-3.164</td>
<td>-3.747</td>
</tr>
</tbody>
</table>

For comparison to empirical regression:
5-year %Δ labor productivity*:
|                           |                                   |                                               |                                 |
| Manufacturing sector      | 4.671                             | 1.831                                         | 2.230                           |
| Overall                  | 3.393                             | 1.221                                         | 1.562                           |
| Ratio of 5-year %Δ product- | 0.934                             | 0.366                                         | 0.446                           |
| icity manufac. to Δ reserves |                                   |                                               |                                 |
| Regression coefficient    | 0.844                             | 0.225                                         | 0.322                           |

Simulation specifies home reserve accumulation of 5% of GDP for first 30 years of the 50-year simulation.
*Productivity measures percentage change from first year of policy rather than from steady state.
Figure 1. Simulation for benchmark model

Vertical axes show percent change from value prior to change in reserves policy. Horizontal axes show years.
Figure 2. Simulation for model with no firm entry

Vertical axes show percent change from value prior to change in reserves policy. Horizontal axes show years.
Figure 3. Simulation for model with learning-by-doing
(reserves policy runs periods 1-30)

Vertical axes show percent change from value prior to change in reserves policy. Horizontal axes show years.
Appendix

A.1. Data Construction for Sectoral Value Added, Price Index, and Labor

Our data comes from various sources. First, we use sectoral real value added per worker as our measure for labor productivity. Our baseline data for sectoral real value added comes from World Input Output Table (WIOD), Socio Economic Accounts. To cover as many observations as possible, we directly incorporate nominal value added and the deflator, instead of incorporating gross output and intermediate input using respective price indices(double deflation). Nominal value added is denominated in current national currencies(millions). Price deflator index is re-anchored at 1995=100. For labor, we use the number of employment engaged (thousands). Manufacturing or non-manufacturing data is aggregated using the share of current nominal value added.

First, we take the WIOD November 2016 release as our baseline benchmark, and then supplement the WIOD July 2014 release if needed. Among ten sectors (agriculture, mining, manufacturing, utilities, construction, trade service, transport service, business service, and government service), we take the manufacturing sector as a tradable goods sector, and all other sectors as a non-tradable goods sector. For the manufacturing sector, we aggregate C10-C12 to C33 of ISIC Rev.4 code; and 15t16 to 36t37 of ISIC Rev.3 code.

We further combine EU KLEMS, GGDC, and STAN from the OECD data. We take EU KLEMS Growth and Productivity Accounts, March 2007 Release as our benchmark ones for KLEMS data. The sectoral data is constructed based on ISIC Rev.3. For the manufacturing sector, we aggregate the following industries; 15t16 to 36t37. Groningen Growth and Development Centre(GGDC) 10-sector data comes with three variables, VA, QVA, and EME, which stands for valued added, value added at constant 2005 prices, and persons engaged. Sectoral deflator is calculated by dividing VA with QVA. We use EME for our measure for labor.

Lastly, we combine STAN from the OECD data for Norway, Switzerland, New Zealand, Iceland, and Israel. We use SNA08, ISIC Rev.4 data as our benchmark data and supplement with SNA93, ISIC Rev.3 data if needed. For the manufacturing sector, we aggregate D10T33 of ISIC Rev.4 code; and 15tt37 of ISIC Rev.3 code.

KLEMS data from 1985 to 2005 and WIOD from 2005 to 2012 covers the United States, the United Kingdom, Belgium, Denmark, France, Germany, Italy, Netherland, Sweden, Japan, Finland, Greece, Ireland, Portugal, Spain. STAN data covers Norway(1989-2012), Switzerland, New Zealand(1989-2012), Iceland(1991-2012), and Israel(2000-2007). WIOD data from 1995 to 2012 covers Canada, Turkey, Australia, Argentina, Russia. GGDC data from 1985 to 2010 covers Bolivia, Chile, Colombia, Peru, Egypt, Hong Kong, Malaysia, Philippines, Singapore, Thailand. GGDC data from 1985 to 1994 and WIOD from 1995 to2012 covers Brazil, Mexico, Indonesia, India, Korea and China.

For a few countries, slight discrepancies between ISIC Rev.3 and ISIC Rev.4 or between different sources of data rise. To prevent the discontinuity of the series, we impute the data using the growth rate of the supplement data.

28 http://www.wiod.org/home.
29 Please see Timmer et al. (2015) for further details.
30 http://www.euklems.net/
Table A.1. Summary statistics based on annual observations (45 countries, 1985-2007)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Full sample</th>
<th></th>
<th></th>
<th>Emerging markets countries</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Obs.</td>
<td>Mean</td>
<td>Std. Dev.</td>
<td>Min</td>
<td>Max</td>
<td>Obs.</td>
</tr>
<tr>
<td>(log) manufacturing productivity</td>
<td>795</td>
<td>0.029</td>
<td>0.035</td>
<td>-0.077</td>
<td>0.180</td>
<td>464</td>
</tr>
<tr>
<td>(log) non-manufacturing productivity</td>
<td>795</td>
<td>0.017</td>
<td>0.023</td>
<td>-0.033</td>
<td>0.122</td>
<td>464</td>
</tr>
<tr>
<td>Capital controls (CC)</td>
<td>795</td>
<td>0.344</td>
<td>0.349</td>
<td>0</td>
<td>1</td>
<td>464</td>
</tr>
<tr>
<td>d.Reserves to GDP</td>
<td>795</td>
<td>0.006</td>
<td>0.016</td>
<td>-0.029</td>
<td>0.109</td>
<td>464</td>
</tr>
<tr>
<td>CC×d.Reserves to GDP</td>
<td>795</td>
<td>0.003</td>
<td>0.008</td>
<td>-0.022</td>
<td>0.046</td>
<td>464</td>
</tr>
<tr>
<td>Extensive margins</td>
<td>795</td>
<td>0.217</td>
<td>0.140</td>
<td>0.018</td>
<td>0.599</td>
<td>464</td>
</tr>
<tr>
<td>Intensive margins</td>
<td>795</td>
<td>0.123</td>
<td>0.050</td>
<td>0.026</td>
<td>0.295</td>
<td>464</td>
</tr>
<tr>
<td># of listed domestic firms</td>
<td>708</td>
<td>822.852</td>
<td>1423.942</td>
<td>12</td>
<td>8090</td>
<td>401</td>
</tr>
<tr>
<td>Domestic intermediate shares(^a)</td>
<td>386</td>
<td>0.855</td>
<td>0.134</td>
<td>0.341</td>
<td>0.990</td>
<td>175</td>
</tr>
<tr>
<td>Private credit to GDP</td>
<td>795</td>
<td>0.741</td>
<td>0.486</td>
<td>0.109</td>
<td>2.681</td>
<td>464</td>
</tr>
<tr>
<td>(log) terms of trade</td>
<td>795</td>
<td>4.631</td>
<td>0.169</td>
<td>3.845</td>
<td>5.178</td>
<td>464</td>
</tr>
<tr>
<td>Institutional quality</td>
<td>795</td>
<td>8.126</td>
<td>2.358</td>
<td>2.9722</td>
<td>12</td>
<td>464</td>
</tr>
<tr>
<td>Human capital (% of tertiary complete)(^b)</td>
<td>795</td>
<td>8.712</td>
<td>5.646</td>
<td>0.7616</td>
<td>24.370</td>
<td>464</td>
</tr>
<tr>
<td>Crisis dummy</td>
<td>795</td>
<td>0.184</td>
<td>0.317</td>
<td>0</td>
<td>1</td>
<td>464</td>
</tr>
</tbody>
</table>

\(^a\) Domestic intermediate shares are only available for 27 countries. \(^b\) Human capital index comes from Barro and Lee (2013), which is only available in 5 year period term.
Table A.2. Controlling for possible endogeneity in Table 2

<table>
<thead>
<tr>
<th>Methods</th>
<th>Dependent variable</th>
<th>Manufacturing labor productivity growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample</td>
<td>Endogeneity controls</td>
<td>Instrumented $d.(\text{Res/GDP})$ (Choi and Taylor, 2022)</td>
</tr>
<tr>
<td>Endogenous regressors in System GMM</td>
<td>Initial productivity, TOT, Prv. credit/GDP</td>
<td>Initial productivity, TOT, Prv. credit/GDP, $d.(\text{Res./GDP})$, and $d.(\text{Res./GDP})\times\text{CC}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial productivity</td>
<td>0.0149*</td>
<td>0.0104</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0089)</td>
<td>(0.0079)</td>
</tr>
<tr>
<td></td>
<td>Capital controls (CC)</td>
<td>-0.0101</td>
<td>0.0008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0460)</td>
<td>(0.0231)</td>
</tr>
<tr>
<td></td>
<td>d.Reserves/GDP</td>
<td>-0.8553</td>
<td>-0.1484</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1.0403)</td>
<td>(0.4015)</td>
</tr>
<tr>
<td>Capital controls</td>
<td>4.1287*</td>
<td>1.6316**</td>
<td>2.0736***</td>
</tr>
<tr>
<td></td>
<td>*d.Reserves/GDP</td>
<td>(2.4981)</td>
<td>(0.6766)</td>
</tr>
<tr>
<td></td>
<td>Private credit/GDP</td>
<td>0.0012</td>
<td>0.0023</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0205)</td>
<td>(0.0180)</td>
</tr>
<tr>
<td></td>
<td>(log) terms of trade</td>
<td>0.0721*</td>
<td>0.0334</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0404)</td>
<td>(0.0284)</td>
</tr>
<tr>
<td></td>
<td>Trade openness</td>
<td>0.0162</td>
<td>0.0037</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0134)</td>
<td>(0.0054)</td>
</tr>
<tr>
<td></td>
<td>Population growth</td>
<td>-0.5374</td>
<td>-0.4282</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.7582)</td>
<td>(0.5106)</td>
</tr>
<tr>
<td></td>
<td>Human capital</td>
<td>0.0002</td>
<td>0.0003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0014)</td>
<td>(0.0010)</td>
</tr>
<tr>
<td></td>
<td>Institution quality</td>
<td>-0.0002</td>
<td>-0.0011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0029)</td>
<td>(0.0029)</td>
</tr>
<tr>
<td></td>
<td>Crisis</td>
<td>-0.0155</td>
<td>-0.0293*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0190)</td>
<td>(0.0152)</td>
</tr>
<tr>
<td>Country FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Period FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>AR(1) (p-value)</td>
<td>0.069</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>AR(2) (p-value)</td>
<td>0.455</td>
<td>0.702</td>
<td>0.895</td>
</tr>
<tr>
<td>Weak IV test (p-value)</td>
<td>0.11/0.00/0.00</td>
<td>0.31/0.01/ 0.00/0.12/0.08</td>
<td>0.44/ 0.02/0.00/0.08/0.00</td>
</tr>
<tr>
<td>Over-id test (p-value)</td>
<td>0.957</td>
<td>0.335</td>
<td>0.1</td>
</tr>
<tr>
<td># of instruments</td>
<td>24</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td># of countries</td>
<td>40</td>
<td>45</td>
<td>23</td>
</tr>
<tr>
<td>Observations</td>
<td>132</td>
<td>177</td>
<td>102</td>
</tr>
</tbody>
</table>

Note: Two-step system GMM results are reported in all columns. Weak IV test reports F-test of excluded instruments, of which the null hypothesis is that instruments are weak. Over-id test reports the validity of instruments, the null is that instruments are valid. Clustered robust standard errors at the country level are reported in parentheses. *, ** and *** are the significance level at 10%, 5% and 1%.
Figure A.1. China’s capital account policy and firm dynamics

China: Capital account policy (CAP) vs Extensive margins (EXT)
China: CAP vs (log) # of firms (NF)
China: CAP vs Domestic intermediate shares (DIS)
Figure A.2. Simulation for model with no trade cost (τ = 0)

Vertical axes show percent change from value prior to change in reserves policy. Horizontal axes show years.