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Abstract

This provides a review of key matrix algebra / linear algebra results.
The most essential results are given first. More complete results are
given in e.g. Greene Appendix A.
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1 DMatrices and Vectors

Matrix: A is an m X n matrix with m rows and n columns

ail a2 - Q1n
A — | 0 oz
(mxmn)
a/mn DR ... amn

The typical element is a;; in the it" row and j** column.
A 2 x 3 example is
1 2 0
A = .
(2x3) [ 4 -1 2 }

Column vector: Matrix with one column (n = 1)

ai
a2
a =
(mx1)
Qm,

Row vector: Matrix with one row (m = 1)

(13n):[a1 az - an ]

Vectors are often defined to be column vectors in econometrics.
In particular the parameter vector

B

g - |7
(kx1) :
By

2 Types of matrices

Addition: Can add matrices that are of the same dimension. i.e. both are
m X n.
Then ij"" element of A + B equals A + Byj.

L2 0] [310]_[430
4 -1 2 412|780 4]



Subtraction: Add minus the matrix.
Multiplication: Can multiply A x B if

Number of columns in A = Number of rows in B.

If Aism xnand Bisn x pthen A x B is m x p.
The ij'" element of A x B is the inner product of the i** row of A and the
4t column of B.

p
{AxB}; =) aunbi.

1 2 3 y ; 12 _ Ix74+2x8+3%x9 1x104+2x11+3x12
4 5 6 9 12 4x74+5%x8+6x%x9 4x104+5x11+6x12

_ 7T+16+27 10+22+36 | | 50 68
N 28+40+54 40+55+72 | | 122 167 |°

Division: Does not exist. Instead multiply by the inverse of the matrix.
Transpose: Converts rows of matrix into columns. Denoted AT or A’.
If A is m x n with ij entry a;; then A’ is n x m with ij entry a;;.

{1 2 3}’ L4

=12 5

4 5 6 3 6
If AB exists then

(AB)’ =B'A’.

3 Operators

Square matrix: A is n x n (same number of rows as columns).
Diagonal matrix: Square matrix with all off-diagonal terms equal to 0.
Block-diagonal matrix: Square matrix with off-diagonal blocks equal to
A O

0 B |’

Identity matrix: Diagonal matrix with diagonal terms equal to 1.

0. eg.

I — 0 1
0 1



Then A x I = A and I x B = B for conformable matrices A and B.
Orthogonal matrix: Square matrix such that A’A = 1.

Idempotent matrix: Square matrix such that A x A = A.

Positive definite matrix: Square matrix A such that x’Ax > 0 for all
vector x # 0.

Nonsingular matrix: Square matrix A with inverse that exists (also called
full rank matrix).

4 Inverse of 2x2 matrix
Matrix inverse: Inverse A~! of the square matrix A is a matrix such that
AA T =ATTA =T

For a 2 x 2 matrix

Example:

427" 1 3 271 [ 03 —02

13 T 4x3-2x1| -1 4 | | -01 04 |-
Check:
4 2 03 —02]  [4%x03+2x(-0.1) 4x(-0.2)+2x04
1 3||-01 04 T | 1x034+2x%x(=0.1) 1x(—0.2)+3x04

5 Determinant

For inversion of larger matrices we first introduce determinant.

The determinant is important as inverse of matrix exists only if |A| # 0.
Determinant: |A| or det A is a scalar measure of a square n X n matrix
A that can be computed in the following recursive way.

|A| = aj1ci1 + aiacio + -+ - + aincin (for any choice of row )



where c;; are the cofactors:

a;; = i7" element of A
Cij = ij'" cofactor of A
= (—1)""|Ay]
|A;;| = minor of A

Minor: The minor of A is the determinant of (n — 1) x (n — 1) matrix
formed by deleting the i** row and j** column of A.
Determinant of 2 x 2 matrix example:

'2:g’:5x(—DH4X10+6x(—UHQX8:5O—48:2
a b|_ _1)1+1 _1)1+2 g
. d =ax(=1)""" xd+bx (-1)" x c=ad — be.

Determinant of 3 x 3 matrix example:

1 2 3
4 5 6| = 1x(—1)x 5 6 +2x (=112 x 106
8 10 7 10
78 9
4 5
_1\1+43
+3 x (-1) x‘7 8‘

= 1 x (50 —48) — 2 x (40 — 42) + 3 x (32 — 35)

= 24+4-9

= -3

6 Inverse

Matrix inverse: Inverse A~! of the square matrix A is a matrix such that
AA ' =ATTA =T

The inverse is the transpose of the matrix of cofactors divided by the deter-
minant.

Cc11 *** Cln
where ¢;; are the cofactors.

Cnl *°° Cnn



Inverse of n x n matrix A exists if and only if any of the following
rank(A) =n
A is nonsingular
Al #0
7 Rank of a matrix

Rank: Consider m x n matrix A that is not necessarily square.

rank(A)

maximum number of linearly independent rows

= maximum number of linearly independent columns

IN

min(m, n)
Let
A = [a; ag---a,]| where a; is the it" column of A

Then if the only solution to
A1a1+A2a2+--~+Xnan =0

is A1 =Xy =--- =)\, =0 then ay, ao, ..., a, are linearly independent.
If at least one A is nonzero then they are linearly dependent.

This is important because if rank(A) = n and x is n x 1 then
(1) the system of equations Ax = b has a unique nonzero solution for x.
(2) the system of equations Ax = 0 has no solution for x other than x = 0.

In particular for ordinary least squares the estiamting equations are
X'X3 = X'y.

To solve for k x 1 vector B need rank(X’X) = k which in turn requires
rank(X) = k.



8 Positive definite matrices

Quadratic form: The scalar x’ Ax based on a symmetric matrix.

ailr - Qln x1
XAx = [z - oz, ]
anl - Qpn Tn
= ani +2a127122 + - + 201,717y
+a921] + 24237273 + -+ + 2a20,T2Ty,
+---+ ann:ci.

Positive definite matrix: x’Ax > 0 for all x # 0.
Positive semidefinite matrix: x’Ax > 0 for all x # 0.

Variance matrix: The variance matrix of a vector random variable is
always positive semidefinite, and is positive definite if there is no linear
dependence among the components of x.

A useful propery is that if a matrix A is symmetric and positive definite a
nonsingular matrix P exists such that

A = PP

9 Matrix differentiation

This is initially for reference only. Use when obtain estimating equaitons.
There are rules for ways to store e.g. derivative of a vector with respect to
a vector.

The starting point is that the derivative of a scalar with respect to a column
vector is a column vector, and the derivative of a scalar with respect to a
row vector is a row vector.

Let b be an n x 1 column vector.

1. Differentiation of scalar wrt column vector.
Let f(b) be a scalar function of b.

Of(b)

o) _ | 7

(f?xbm ot &b)
Dbn



2. Differentiation of row vector wrt column vector.
Let f(b) be a m x 1 row function of b.

f(b) =[ fu(b) -+ fm(b) ]

Then

of(b) _ [afl(b) am(b)}

b b b

(nxm)
9fi(b)  Ofm(b)
abl 8171
971 (b) 3 fm(b)
Oby, Oby,

3. Second derivative of scalar function f(b) with respect to column vector.

9*f(b) _ 5(3f(b)>

obob’ b \ ab/
(nxmn)
_ 0 [ 0f(b) af(b) }
6b by by,
_ [ & (afm a9 (0f(b
= | & (%2) & (%2) ]
T 0%f(b) . 0f(b)
8b18b1 8b16bn
87 (b) 97 (b)
| 0b,0b1 b, Oby,

4. Chain rule for f() scalar and x and z column vectors.
Suppose f(x) = f(g(x)) = f(z) where z = g(x). Then
0f(x) _ 0z 0f(z)

— X

ox  Ox 0z




