240D Winter 2011 Solutions to Final Exam
1.(a) We have

Inf(y) = —(yi—x;8) —e WBP)
mLB) = YL {-yi+xiB—e A
OmL(B)/B = T fxi—e @)=V {1 - g = 0.

(b) Since 9 In L(B8) /0808 = — SN | e~ wi—xiP)x;x! we have vN (B — By) > N[0, —A;'] by the
information matrix equality Ag = plim N~19?In L(,B)/(‘)B@ﬂ‘ﬁo = — plim % Zf\il e_(yi_xéﬂo)xix;}.

(c) For consistency need E[e~#—*i8)|x,] = 1 so that E[dIn L(B)/0Blg,) = — Zi]il{l—e_(yi_xgﬂ)}xi
0.
This is unlikely to be the case, and is not implied by E[y;|x;] = ¢ + x}3.
Most likely inconsistent.
(d) For method of moments use E[y;[x;] = ¢+ x/8 = E[xiyi—c—x8)=
Method of moments 3 solves >, x;(y; — ¢ — x;3) = 0.
= (2 xix)) ! 20 xi(yi — o).
(e) But this is just the OLS estimator, except for the intercept (with coefficient 3;) OLS estimates

¢ + (1 rather than ;. Can get distribution using the usual OLS theory: \/N(B - Bo) <, NJo,
A;'BoAj '] where Ag = plim £ SV x,x) and Ag = plim £ SN (y; — ¢ — x/8)%x;x..

2.(a) A sequence of random variables {by} converges in probability to b if for any € > 0 and 6 > 0,
there exists N* = N*(e, d) such that for all N > N*, Pr[|by —b| <¢] >1—34.

(b) A sequence of random variables {by} converges in distribution to a random variable b if
A}lm Fy = F, at every continuity point of F', where Fly is the distribution of by, F' is the distrib-

ution of b, and convergence is in the usual mathematical sense.
(c) &(B) = &(Bo) + 08(8)/98|g, x (B — By) by a first-order Taylor series expansion.

So VN(g(B) — (8o)) = 98(8)/08'| 5 x (B Bo) > 9g(8)/08|s, x N0, Vol

% N0, 98(8)/08'| 5, xVo < 0g(8)/0Bls,)

(d),(e) Prly; = 1}xi] = ®(x}B). IPrly; = 1|x]/dxi = $(x/B) x By, Where (-) is the standard

normal density.
MEM: d)(x B) x ,Bk use mfx or margins, dydx(*) atmean
AME: £ 37, ¢(x] B) x ﬂk use margeff or margins, dydx(x)



3.(a) This is logit since
Prly = 1] = Prly* > 0] = Pr[x8 +u > 0] = Pr[—u < X8] = F(x8) = 1/(1 + exp(~x'B)).
Equivalently Prly = 1] = exp(x'8)/(1 + exp(x'3)).
Estimate by logit MLE. 8 maximizes Ly(8) = 3., 4: In F(x,8) 4+ (1 — y;) In(1 — F(x,3)).
(b) This is ordered logit since
Prly = 2]=Prly* >a]=Pr[xX'B+u>a]=Pr[-u<x'B—-a]=FxB—a)=1/(1+expla—x'pB)).
Prly = 1]=Pr0<y*<a]=Prly* >0]-Pry* >a] =F(3) - F(x'3 - a).
Prly = 0]=1-Prly=1]—Prly=2]
Estimate by ordered logit MLE that maximizes the resulting log-likelihood function.
(c) This is a truncated model. MLE maximizes log-likelihood » In f(y;) where f(y) is the density
fly) = @)/ Pr(y* 2 0)

= {fuly—x'B)} x /Pr(—u < x'B)
= fly—x'B)/F(x'B), where f and F are given in question.

_ ( exp(y—x'p) ) / ( 1 )
=\ Q+exp(—y+x'B))? I+exp(—x'B)
The second line uses change of variables result that f(y*)dy* = g(u)]%| du = g(u)du here since

C
du | —
The third line uses symmetry of F so Pr(—u < x'8) = Pr(u < x'0).

(d) Least squares is based on the conditional mean. Here
Ely] = Ey'ly" > 0]=x'8+ E[u/x'8+u >0
= x'B+ Elul —u<x'Bl=x'8~ E[-ul - u <x'g
= xX'B-xB-In(1-F(x'B))/FxB)
= —In(1-F('B))/F(x'B)
= - ln (1 - 1+exp}—xlﬁ)> / (1+exp%—x/ﬂ)>

So do NLS regression of y; on —In(1 — F(x}8))/F(x;3).




4.(a) Use code similar to the following (here command tobit should return values close to 1)

set obs 100000

set seed 10101

generate x = rnormal()

generate ystar = 1 + 1*x + rnormal()
generate d = ystar > 0O

generate y
replace y = 0 if ystar < O
tobit y x

ystar

(b) First do probit on yi; on x1; to get Bl and hence )\(X'h-Bl).
Second do OLS for those with y2; > 0 of y2; on x2; and A(x},;3,).

(c) B times do the following.

- Completely resample with replacement all the data {(y1;, y2i, X1i,X2i),2 = 1,..., N}

- For each resample perform both stages of the two-steep procedure getting estlmates 51 »and 62 b
at the Abti round. .

Then V([B,] = 51 >4 1 (B2 — B2)(B2 — Bo).

Standard errors are the square root of the diagonal entries in V[Bs).

(d) Assume z; satisfies E[z;(y; — A(x}3))] =

B minimizes [Zf\il z;(y; — A(xéﬁ))}lw [val z;(yi — A(X] ﬁ))} where e.g. W = [ZZ]\LI ziz;]

-1

(e) In general W = (v [zfv Lzi(yi — A, B))D :
Given independence W = ([Zi,I E[(y; — A(Xgﬂ))2ziz;]>il .
So use W = ([va (Y — A(x ’,8)) D_l where 3 is consistent for 3.

5.(a) FE model: y;y = oy + X, 8 + ;.
Three methods (not exhaustive) are (1) OLS of (yi — %i) on (xit — X;); (2) OLS of y;; on x;; and
X;; and (3) OLS of y;; on x;; and a complete set of individual dummies.

(b) yit = o + X, 8 + uix where «; i.i.d. (a,02) and uy iid. (a,02).

(c) Usual Hausman test is H:~(§FE — ER,E)/(v[aFE]— \A/[b’RE})—l(éFE — 5RE) ~ x2(q).
Weakness is that this requires Org to be fully efficient which requires the assumptions in part (b).
In practice these assumptions of homoskedasticity and equicorrelation are unlikely to be met.

(d) Stacking we have y; = X;3 + w;, where y; and u; are T x 1 and X; is T' x k with i row x/.
Then 8 = (35, XiXi) ™' 32, Xy = B+ (3, X/ X;) ' 3, X

The asymptotic variance is (3, X:X;) " 'Var(Y, Xiu) (Y, XIX;) L.

Given independence over 7 and E[ul|xl} = 0 this becomes (Z X’ Xi)~ (Z E[XiuuiX;) (3, XIX;) L
So use (3, XiX,) (Y, XiauX,) (>0, XIX;) ™! where 4; = y; — X 8.

The curve for this exam is only a guide. The course grade is based on course score.

Scores out of 50
75th percentile 38  (77%) i_ gf Zﬁj Zggzz

Median 34 (68%)
25th percentile 29 (58%) Bt 24 and above



