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One method to solve and analyze nonlinear dynamic stochastic models is to
approximate the nonlinear equations characterizing the equilibrium with log-
linear ones. The strategy is to use a first order Taylor approximation around
the steady state to replace the equations with approximations, which are linear
in the log-deviations of the variables.

Let X; be a strictly positive variable, X its steady state and

x¢ =log Xy — log X (1)

the logarithmic deviation.
First notice that, for X small, log(1 + X) ~ X, thus:

x = log(X;) — log(X) = log(%) =log(1 + %change) ~ %change.

1 The standard method
Suppose that we have an equation of the following form:
[(Xe.Yy) = g(Zy). (2)

where X;, Y; and Z; are strictly positive variables.
This equation is clearly also valid at the steady state:

[(X,Y) =g(2). (3)

To find the log-linearized version of (2), rewrite the variables using the iden-
tity X; = exp(log(X;))! and then take logs on both sides:

log£(£1290X9, 90°9)) — log(g(29€4)). (@)

Now take a first order Taylor approximation around the steady state (log(X),
log(Y), log(Z)). After some calculations, we can write the left hand side as

log(f(X,Y)) + [/1(X,Y) X (log(X:) — log(X)) + f2(X, Y)Y (log(Y;) — log(Y))].

(5)

fX,Y)

1This procedure allows us to obtain an equation in the log-deviations.



Similarly, the right hand side can be written as

1

) l9'(Z) Z(log(Z4) —1og(2))]. (6)

log(9(2)) +

Equating (5) and (6), and using (3) and (1), yields the following log-linearized
equation:

[[1(XY) X2y + fo(X, Y)Y ] ~ [g'(Z) 2] (7)

Notice that this is a linear equation in the deviations!
Generalizing, the log-linearization of an equation of the form

f(xtl7 "'7x?) = g(ytl7 "'7y’tn)

is:

2 A simpler method

However, in the large majority of cases, there is no need for explicit differenti-
ation of the function f and g. Instead, the log-linearized equation can usually
be obtained with a simpler method. Let’s see.

Notice first that you can write

Xy

X, = X(Y) — Xelo9(Xe/X) — xpre

Taking a first order Taylor approximation around the steady state yields

Xe® ~ X+ Xel(x, —0)
~ X(1+4+x)

By the same logic, you can write

XYy ~ X(1+z)Y(Q+y)
~ XY (142 + vy + 20yt

where x;y; ~ 0, since x; and y; are numbers close to zero.
Second, notice that

f(X) =~ f(X)+ (X)X - X)
~ f(X)+ (X)X (X/X - 1)
~ f(X)+ XA+ —1)
~ f(X)A +nx)



_ af(x
where n = }(;(X)%

Now, the log-linearized equation can be obtained as follows. After having
multiplied out everything in the original equation, simply use the following
approximations:

X~ X(14a4) (8)
XYy = XY (1 + ¢ + y1) 9)
F(Xe) >~ (X)L +nze) (10)

2.1 Some examples
2.1.1 The economy resource constraint

Consider the economy resource constraint

i/t = Ct + It.
and rewrite it as
c, I
1=—+4—.
v, Y,

Using (9) we obtain

C I .
1’1?(1+Ct—yt)+?(1+lt—yt)

where i; is the log-deviation of investment.
Since at the steady state

Y =C+1,

we can cancel out (some) constants and rearrange to obtain

Y = ?Ct + ?Zt

2.1.2 The marginal propensity to consume out of wealth

Assume that the marginal propensity to consume out of wealth is governed by
the following first order difference equation:

1T

—1 o
Ry
t+1
I P

=1-1I.



Notice that at the steady state
R°7157 =111
and
O=1-R""1p°.
Using (8) and (9) we can write the nonlinear difference equation as
R0 4 (0 — D)1yt + 7 —ma1) = 1 — (1= RO7IB7)(1 + ).
Canceling out constants yields
Ro_lﬁa[(a - 1)7”t+1 + T — 7Tt+1] A *(1 - Rg_lﬁg)ﬂt-
Rearranging, we obtain

%ﬂ't ~ (00— 1)ryeq + T — T
and, finally,

7~ RO (1 — 0)rpat + Tir] -
2.1.3 The Euler equation

The consumption Euler equation is
1= Ri+18(Ce+1/Ct) 7.
Using (9) and (10) we can write it as
1~ RB(1+rev1 — y(ci+1 — ¢1))-
Canceling out constants yields
0~ e — y(ct+1 — 1)
and, rearranging,
Ct ™ —O0T¢+1 + Ci+1

where o = 1/7 is the intertemporal elasticity of substitution.



2.1.4 Multiplicative equations

If the equation to log-linearize contains only multiplicative terms, there is a
faster procedure. Suppose we have the following equation:
XYy
Z,

where « is a constant. To log-linearize divide first by the steady state variables:

Now take logs:

X Y, Z,
log(S) + log(5F) — log(7}) =log(1) = 0.

Using (1) we arrive then easily to the log-linearized equation:
T+ Y — 2t = 0.

Notice that in this case the log-linearized equation is not an approximation!



