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Abstract

We provide a new characterization of both belief update and be-
lief revision in terms of a Kripke-Lewis semantics. We consider frames
consisting of a set of states, a Kripke belief relation and a Lewis se-
lection function. Adding a valuation to a frame yields a model. Given
a model and a state, we identify the initial belief set K with the set
of formulas that are believed at that state and we identify either the
updated belief set K ⋄ ϕ or the revised belief set K ∗ ϕ (prompted by
the input represented by formula ϕ) as the set of formulas that are the
consequent of conditionals that (1) are believed at that state and (2)
have ϕ as antecedent. We show that this class of models characterizes
both the Katsuno-Mendelzon (KM) belief update functions and the Al-
chourrón, Gärdenfors and Makinson (AGM) belief revision functions,
in the following sense: (1) each model gives rise to a partial belief
function that can be completed into a full KM/AGM update/revision
function, and (2) for every KM/AGM update/revision function there
is a model whose associated belief function coincides with it. The dif-
ference between update and revision can be reduced to two semantic
properties that appear in a stronger form in revision relative to update,
thus con�rming the �nding by Peppas et al. (1996) that, "for a �xed
theory K, revising K is much the same as updating K". It is argued
that the proposed semantic characterization brings into question the
common interpretation of belief revision and update as change in be-
liefs in response to new information.

Keywords: belief revision, belief update, conditional, belief relation,
selection function, supposition, information, learning.
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1 Introduction

The notion of belief revision is normally associated with the seminal contri-
bution by Alchourrón, Gärdenfors and Makinson (henceforth AGM) in [1],
while the notion of belief update was formally introduced by Katsuno and
Melndelson (henceforth KM) in [16]. The two notions are usually interpreted
as instances of belief change in response to new information, when the in-
formation is taken to be entirely reliable. The di�erence between the two
notions is usually explained in terms of the context in which belief change
occurs: a static context in the case of revision, and a dynamic context in the
case of update. In other words, revision occurs when the new information
adds to, or corrects, the agent's picture of an unchanged world, while up-
date takes place when the agent is informed that the world itself might have
changed.

Example 1. Consider an agent who is outside two rooms, A and B, that are
not accessible from each other. In each room there is a light controlled by a
motion-activated switch located in that room; once the light is on, it remains
on until it is manually switched o�. The agent initially believes that either
the light is on in both rooms or the light is o� in both rooms. As an example
of a belief revision scenario, the agent � who is certain that nobody entered
either room and thus no change has occurred � receives information (e.g. in
the form of a snapshot taken by a camera located in Room B) that the light
in Room B is on; in this case the AGM theory of belief revision requires the
agent to now believe that the light is on, not only in Room B, but also in
Room A. In a belief update scenario, the agent observes a robot enter Room
B (so that, if the light was o�, the motion-activated switch will have turned
it on; the robot does not have the ability to manually turn the switch o�); in
this case the KM theory of belief update requires the agent to either believe
that the light is on in both rooms or that the light is o� in Room A and on
in Room B. [These two scenarios are illustrated in Figure 2 in Section 3.]

The common view is that revision and update capture two very di�er-
ent phenomena. However, Peppas et al. in [30] reconsidered the distinction
between AGM belief revision and KM belief update by comparing the two
processes in terms of their construction from pre-orders on possible worlds
([14, 16]) and showed that, "essentially the results of revision can be dupli-
cated using the construction for update", thus concluding that, for a �xed
initial belief set K, "revising K is much the same as updating K" ([30, p.
95]. We reach the same conclusion, but from a di�erent route, by using a
Kripke-Lewis semantics that establishes a connection between both revision

2



and update, on one hand, and belief in conditionals, on the other hand.
The signi�cance of this alternative semantic characterization is discussed at
length in Section 7, where it argued that it challenges the common inter-
pretation of belief revision and update as belief change in response to new
information.

We consider frames consisting of a set of states, a Kripke belief relation
and a Lewis selection function. Adding a valuation to a frame yields a model.
Given a model and a state s, we identify the initial belief set K with the set
of formulas that are believed at state s and interpret the revised/updated
belief set (prompted by the input represented by formula ϕ) as the set of
formulas that are the consequent of conditionals that are believed at state
s and have ϕ as antecedent; that is, ψ ∈ K ∗ ϕ (in the case of revision) or
ψ ∈ K ⋄ ϕ (in the case of update) if and only if at state s the agent believes
that "if ϕ is (or were) the case, then ψ is (or would be) the case". We show
that this class of models characterizes both the AGM belief revision functions
and the Katsuno-Mendelson (KM) belief update functions, in the following
sense: (1) each model (in the appropriate class) gives rise to a partial belief
function that can be completed into a full AGM/KM function, and (2) for
every AGM/KM function there is a model (in the appropriate class) whose
associated belief function coincides with it. The di�erence between revision
and update boils down to two semantic properties that appear in a stronger
form in revision and a weaker form in update.

Section 2 reviews and compares the notions of KM belief update func-
tion and AGM belief revision function. Section 3 introduces the semantics,
Section 4 provides frame characterization results for the KM axioms and
provides a characterization of belief update, while Section 5 does the same
for AGM belief revision. Section 6 compares the two notions of update and
revision in light of the results of the previous section. Section 7 contains a
discussion of the signi�cance of the proposed semantics and its relevance to
Arti�cial Intelligence (AI). Section 8 reviews related literature and Section
9 concludes.

2 Belief change functions

In what follows we shall use the symbol ◦ for general belief change functions,
the symbol ⋄ for belief update functions and the symbol ∗ for belief revision
functions.
We consider a propositional logic based on a countable set At of atomic
formulas. We denote by Φ0 the set of Boolean formulas constructed from At
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as follows: At ⊂ Φ0 and if ϕ, ψ ∈ Φ0 then ¬ϕ and ϕ∨ψ belong to Φ0. De�ne
ϕ→ ψ, ϕ ∧ ψ, and ϕ↔ ψ in terms of ¬ and ∨ in the usual way.

Given a subset K of Φ0, its deductive closure Cn(K) ⊆ Φ0 is de�ned as
follows: ψ ∈ Cn(K) if and only if there exist ϕ1, ..., ϕn ∈ K (with n ≥ 0)
such that (ϕ1 ∧ ... ∧ ϕn) → ψ is a tautology. A set K ⊆ Φ0 is consistent if
Cn(K) ̸= Φ0; it is deductively closed if K = Cn(K). Given a set K ⊆ Φ0

and a formula ϕ ∈ Φ0, the expansion of K by ϕ, denoted by K+ϕ, is de�ned
as follows: K + ϕ = Cn (K ∪ {ϕ}).

Let K ⊆ Φ0 be a consistent and deductively closed set representing the
agent's initial beliefs and letΨ ⊆ Φ0 be a set of formulas representing possible
inputs for belief change. A belief change function based on Ψ and K is a
function ◦ : Ψ → 2Φ0 (where 2Φ0 denotes the set of subsets of Φ0) that
associates with every formula ϕ ∈ Ψ a set K ◦ ϕ ⊆ Φ0, interpreted as the
change in K prompted by the input ϕ. We follow the common practice of
writing K ◦ ϕ instead of ◦(ϕ) which has the advantage of making it clear
that the belief change function refers to a given, �xed, K. If Ψ ̸= Φ0 then ◦
is called a partial belief change function, while if Ψ = Φ0 then ◦ is called a
full-domain belief change function.1

De�nition 1. Let ◦ : Ψ → 2Φ0 be a partial belief change function (thus
Ψ ⊊ Φ0) and ◦′ : Φ0 → 2Φ0 a full-domain belief change function. We say
that ◦′ is an extension of ◦ if ◦′ coincides with ◦ on the domain of ◦, that
is, if, for every ϕ ∈ Ψ, K ◦′ ϕ = K ◦ ϕ.

2.1 Belief update functions

We consider the notion of belief update introduced by Katsuno and Mendel-
zon in [16] and compare it to the notion of belief revision introduced by
Alchourrón, Gärdenfors and Makinson in [1]. The formalism in the two the-
ories is somewhat di�erent. In [16] a belief state is represented by a sentence
in a �nite propositional calculus and belief update is modeled as a function
over formulas, while in [1] a belief state is represented (as we did above) as
a set of formulas. Furthermore, while [16] allows for the possibility of incon-
sistent initial beliefs, [1] take as starting point a consistent belief set. We
follow closely the axiomatization of belief update proposed by [28, 30], which
makes update directly comparable to revision (note, however, that [28, 30]
only cover the case of "strong" update, where axioms (K ⋄ 6) and (K ⋄ 7)
are replaced by (K ⋄ 9): see De�nition 3 below).

1Partial belief functions were used in [3] to prove an equivalence between AGM belief
revision and rational choice theory.

4



De�nition 2. A belief update function, based on the consistent and deduc-
tively closed set K (representing the initial beliefs), is a full domain belief
change function ⋄ : Φ0 → 2Φ0 that satis�es the following axioms: ∀ϕ, ψ ∈ Φ0,

(K ⋄ 0) K ⋄ ϕ = Cn(K ⋄ ϕ).

(K ⋄ 1) ϕ ∈ K ⋄ ϕ.

(K ⋄ 2) If ϕ ∈ K then K ⋄ ϕ = K.

(K ⋄ 3) K ⋄ ϕ = Φ0 if and only if ϕ is a contradiction.

(K ⋄ 4) If ϕ↔ ψ is a tautology then K ⋄ ϕ = K ⋄ ψ.

(K ⋄ 5) K ⋄ (ϕ ∧ ψ) ⊆ (K ⋄ ϕ) + ψ.

(K ⋄ 6) If ψ ∈ K ◦ ϕ and ϕ ∈ K ◦ ψ then K ◦ ϕ = K ◦ ψ .

(K ⋄ 7) If K is complete2 then (K ◦ ϕ) ∩ (K ◦ ψ) ⊆ K ◦ (ϕ ∨ ψ).

Remark 1. Katsuno and Mendelzon provide an additional axiom (they name
it U8), which they call the "disjunction rule". Peppas et al. ([30]) translate
it into the following "axiom", which makes use of maximally consistent sets
of formulas (MCS).3 Given a set of formulas Γ, let JΓK be the set of MCS
that contain all the formulas in Γ.4 The additional axiom is the following:

If JKK ̸= ∅ then K ⋄ ϕ =
⋂

w∈JKK

w ⋄ ϕ. (K ⋄ 8)

(K ⋄ 8) is of a di�erent nature than the other axioms, since it applies the
update operator not only to the initial belief set K but also to the individual
MCS contained in JKK. It seems that (K ⋄ 8) is more of a condition on
the interpretation or semantics than a real axiom; it is not needed in our
framework since its role is directly captured by the semantics detailed in the
next section. We shall return to (K ⋄ 8) in Section 4.

2A belief set K is complete if, for every formula ϕ ∈ Φ0, either ϕ ∈ K or ¬ϕ ∈ K; if K
is consistent, then K is complete if and only if JKK is a singleton, where JKK denotes the
set of maximally consistent sets of formulas (see Footnote 3) that contain all the formulas
in K.

3A set of formulas ∆ ⊂ Φ0 is maximally consistent if it is consistent and, furthermore,
∀ϕ ∈ Φ0 \∆, ∆ ∪ {ϕ} is inconsistent. Every MCS is deductively closed and complete.

4Thus, ∆ ∈ JΓK if and only if Γ ⊆ ∆ and ∆ is a MCS.

5



(K ⋄ 0) does not appear in the list of axioms provided by Katsuno and
Mendelzon, since their formalism is not in terms of belief sets. For i ∈
{1, 2, 4, 5, 6}, axiom (K ⋄ i) is a translation of Katsuno and Mendelzon's
axiom (Ui) (for details see [28]). (K ⋄ 3) is the translation of Katsuno and
Mendelzon's axiom (U3) when attention is restricted to the case where the
initial belief set K is consistent.5 The following Lemma will be used later.

Lemma 1. Assuming that K is deductively closed (K = Cn(K)), every
belief update function satis�es the following axiom:

K ⋄ ϕ ⊆ K + ϕ.

Proof. Since ϕ↔ ((ϕ ∨ ¬ϕ) ∧ ϕ) is a tautology, by (K ⋄ 4),

K ⋄ ϕ = K ⋄ ((ϕ ∨ ¬ϕ) ∧ ϕ). (1)

By (K ⋄ 5),
K ⋄ ((ϕ ∨ ¬ϕ) ∧ ϕ) ⊆ (K ⋄ (ϕ ∨ ¬ϕ)) + ϕ. (2)

Thus, by (1) and (2),
K ⋄ ϕ ⊆ (K ⋄ (ϕ ∨ ¬ϕ)) + ϕ. (3)

Since, by hypothesis, K is deductively closed and (ϕ∨¬ϕ) is a tautology, (ϕ∨¬ϕ) ∈
K, so that, by (K ⋄ 2), K ⋄ (ϕ ∨ ¬ϕ) = K. It follows from this and (3) that
K ⋄ ϕ ⊆ K + ϕ.

Remark 2. KM show that their notion of belief update corresponds, se-
mantically, to partial pre-orders on the set of maximally consistent sets of
formulas (also called possible worlds); furthermore, they show that if their ax-
ioms (U6) and (U7) are replaced by a stronger axiom, which they call (U9),
then belief update corresponds semantically to total pre-orders on the set of
possible worlds. The translation of their axiom (U9) in our framework is the
following axiom (see [30]):

If K is complete and ¬ψ /∈ K ⋄ ϕ then (K ⋄ ϕ) + ψ ⊆ K ⋄ (ϕ ∧ ψ). (K ⋄ 9)

De�nition 3. A strong belief update function is a full-domain belief change
function ⋄ : Φ0 → 2Φ0 that satis�es axioms (K ⋄ 0)-(K ⋄ 5) and (K ⋄ 9).

5Katsuno and Mendelzon allow for the possibility that the initial beliefs are inconsistent
in which case (K ⋄ 3) would be stated as follows: K ⋄ ϕ = Φ0 if and only if either K is
inconsistent or ϕ is inconsistent. In order to facilitate the comparison between belief
update and belief revision, we follow [30] and restrict attention to the case where the
initial belief setK is consistent. It should be noted, however, that one important di�erence
between update and revision is precisely that updating an inconsistent K by a consistent
formula ϕ yields the inconsistent belief set Φ0, while revising an inconsistent K by a
consistent formula ϕ yields a consistent set (AGM axiom K ∗ 5).
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2.2 Belief revision functions

In this section we consider the notion of belief revision proposed Alchourrón,
Gärdenfors and Makinson in [1].

De�nition 4. A belief revision function, based on the consistent and deduc-
tively closed set K (representing the initial beliefs), is a full domain belief
change function ∗ : Φ0 → 2Φ0 that satis�es the following axioms: ∀ϕ, ψ ∈ Φ0,

(K ∗ 1) K ∗ ϕ = Cn(K ∗ ϕ).

(K ∗ 2) ϕ ∈ K ∗ ϕ.

(K ∗ 3) K ∗ ϕ ⊆ K + ϕ.

(K ∗ 4) if ¬ϕ /∈ K, then K ⊆ K ∗ ϕ.

(K ∗ 5) K ∗ ϕ = Φ0 if and only if ϕ is a contradiction.

(K ∗ 6) if ϕ↔ ψ is a tautology then K ∗ ϕ = K ∗ ψ.

(K ∗ 7) K ∗ (ϕ ∧ ψ) ⊆ (K ∗ ϕ) + ψ.

(K ∗ 8) if ¬ψ /∈ K ∗ ϕ, then (K ∗ ϕ) + ψ ⊆ K ∗ (ϕ ∧ ψ).

Remark 3. Note that

� (K ∗ 1) coincides with (K ⋄ 0),

� (K ∗ 2) coincides with (K ⋄ 1),

� (K ∗ 3) applies also to belief update (Lemma 1),

� (K ∗ 5) coincides with (K ⋄ 3),

� (K ∗ 6) coincides with (K ⋄ 4),

� (K ∗ 7) coincides with (K ⋄ 5)

On the other hand,

▷ (K ∗ 4) is a stronger version of (K ⋄ 2), and

▷ (K ∗ 8) is a stronger version of (K ⋄ 9).

Thus one can view the AGM theory of belief revision as a stronger version
of the strong version of KM belief update, namely that which satis�es axioms
(K ⋄ 0)-(K ⋄ 5) and (K ⋄ 9). At the semantic level, this point is discussed in
detail in Section 5.
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3 Semantics: Kripke-Lewis frames

In this section we introduce semantic structures and establish a correspon-
dence between axioms of belief change functions and properties of the struc-
tures. A Kripke-Lewis structure consists of a belief relation, which represents
initial beliefs, and a selection function, which represents conditionals. We be-
gin with the formal de�nitions and then illustrate them graphically (Figures
1 and 2.)

De�nition 5. A Kripke-Lewis frame is a triple ⟨S,B, f⟩ where

1. S is a set of states; subsets of S are called events.

2. B ⊆ S×S is a binary belief relation on S which is serial: ∀s ∈ S, ∃s′ ∈
S, such that sBs′ (sBs′ is an alternative notation for (s, s′) ∈ B).
We denote by B(s) the set of states that are reachable from s by B:
B(s) = {s′ ∈ S : sBs′}. B(s) is interpreted as the set of states that the
agent considers doxastically possible at state s.

3. f : S× (2S \∅) → 2S is a selection function that associates with every
state-event pair (s, E) (with E ̸= ∅) a set of states f(s, E) ⊆ S, such
that

(3.1) f(s, E) ̸= ∅ (Consistency).

(3.2) f(s, E) ⊆ E (Success).

(3.3) if s ∈ E then s ∈ f(s, E) (Weak Centering).

f(s, E) is interpreted as the set of E-states that are closest (or most
similar) to s (an E-state is a state that belongs to E).
(3.1) says that there is at least one E-state that is closest to s (note
that, by hypothesis, E ̸= ∅).
(3.2) is a coherence requirement: the states that are closest to s, con-
ditional on E, are indeed E-states.
(3.3) says that if s is an E-state then it is one of the closest E-states
to itself.6

Adding a valuation to a frame yields a model. Thus a model is a tuple
⟨S,B, f, V ⟩ where ⟨S,B, f⟩ is a frame and V : At → 2S is a valuation that
assigns to every atomic formula p ∈ At the set of states where p is true.
Given a model M = ⟨S,B, f, V ⟩ de�ne truth of a Boolean formula ϕ ∈ Φ0 at
a state s ∈ S in model M , denoted by s |=M ϕ, in the usual way:

6A stronger property, called centering, requires that if s ∈ E then f(s, E) = {s}. For
our purposes this stronger property is not needed.
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De�nition 6. Truth of a formula ϕ ∈ Φ0 at a state s is de�ned as follows:

1. if p ∈ At then s |=M p if and only if s ∈ V (p),

2. s |=M ¬ϕ if and only if s ̸|=M ϕ,

3. s |=M (ϕ ∨ ψ) if and only if s |=M ϕ or s |=M ψ (or both).

We denote by ∥ϕ∥M the truth set of formula ϕ in model M : ∥ϕ∥M = {s ∈
S : s |=M ϕ}.

Given a model M = ⟨S,B, f, V ⟩ and a state s ∈ S, let Ks,M = {ϕ ∈ Φ0 :
B(s) ⊆ ∥ϕ∥M}; thus a Boolean formula ϕ belongs to Ks,M if and only if at
state s the agent believes ϕ (in the sense that ϕ is true at every state that
the agent considers doxastically possible at state s). We identify Ks,M with
the agent's initial beliefs at state s. It is shown in Lemma 2 below that the
set Ks,M ⊆ Φ0 so de�ned is deductively closed and consistent.

Next, given a model M = ⟨S,B, f, V ⟩ and a state s ∈ S, let ΨM = {ϕ ∈
Φ0 : ∥ϕ∥M ̸= ∅}7 and de�ne the following partial belief change function
◦ : ΨM → 2Φ0 based on Ks,M :

ψ ∈ Ks,M ◦ ϕ if and only if ∀s′ ∈ B(s), f (s′, ∥ϕ∥M ) ⊆ ∥ψ∥M . (RI)

Given the customary interpretation of selection functions in terms of condi-
tionals,8 (RI) can be interpreted as stating that ψ ∈ Ks,M ◦ ϕ if and only if
at state s the agent believes that "if ϕ is (were) the case then ψ is (would
be) the case". `RI' stand for `Ramsey Interpretation'.9

7Since, in any given model there are formulas ϕ such that ∥ϕ∥M = ∅ (at the very least
all the contradictions), ΨM is a proper subset of Φ0.

8The standard interpretation of the (possibly counterfactual) conditional `if ϕ then ψ',
usually denoted by ϕ > ψ, is as follows: ϕ > ψ is true at state s′ if and only if ψ is true at
all the ϕ-states closest to s′ (a state is a ϕ-state if ϕ is true at that state), that is, if and
only if f(s′, ∥ϕ∥) ⊆ ∥ψ∥.

9In the literature the expression `Ramsey Test' is used to refer to the following passage
from [31, p. 247]: "If two people are arguing "If p will q?" and are both in doubt as to
p, they are adding p hypothetically to their stock of knowledge and arguing on that basis
about q".

9



s1

s2

s3

s4

a ∧ ¬b

a ∧ b

¬a ∧ ¬b

¬a ∧ b

Figure 1: The belief relation and valuation.

Example 2. We construct two models to illustrate the two scenarios of
Example 1. In both models the set of states is S = {s1, s2, s3, s4}, the
set of atomic formulas is At = {a, b}, where a means that the light in
Room A is on and b means that the light in Room B is on, the valuation
is V (a) = {s1, s2} and V (b) = {s2, s4}, and the belief relation is B =
{(s1, s2), (s1, s3), (s2, s2), (s2, s3), (s3, s2), (s3, s3), (s4, s2), (s4, s3)}. This is il-
lustrated in Figure 1, where the belief relation is shown as directed edges with
the interpretation that s → s′ if and only if sBs′ (that is, (s, s′) ∈ B). Sup-
pose that the actual state is s1; then at s1 the agent believes ((a∧ b)∨ (¬a∧
¬b)), that is, that either the light is on in both rooms or the light is o� in
both rooms.
The two models di�er in the selection function as illustrated in Figure 2,
where, given two states s and s′ and an event E ⊆ S, there is a dashed di-
rected edge from s to s′ labeled `E' if and only if s′ ∈ f(s, E). In particular,
we focus on the event ∥b∥ = {s2, s4}
Model 1 [The revision scenario, represented in Panel (a) of Figure 2]. In
this model, conditional on b the closest state to s2 is s2 itself and the closest
state to s3 is also s2, that is, f(s2, ∥b∥) = f(s3, ∥b∥) = {s2}. Thus at state
s1 the agent believes the conditional `if b is the case then (a∧ b) is the case',
that is, if the light is on in Room B then the light is on in both rooms.

Model 2 [The update scenario, represented in Panel (b) of Figure 2]. In this
model, conditional on b the closest state to s2 is s2 itself and the closest state
to s3 is s4, that is, f(s2, ∥b∥) = {s2} and f(s3, ∥b∥) = {s4}. Thus at state
s1 the agent believes the conditional `if b is the case then ((a∧ b)∨ (¬a∧ b))
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is the case', that is, if the light is on in Room B then either the light is on
in both rooms or it is on only in Room B.

s1

s2

s3

s4

∥b∥

∥b∥

a ∧ ¬b

a ∧ b

¬a ∧ ¬b

¬a ∧ b

(a) The revision scenario

s1

s2

s3

s4

∥b∥

∥b∥

a ∧ ¬b

a ∧ b

¬a ∧ ¬b

¬a ∧ b

(b) The update scenario

Figure 2: Two di�erent selection functions added to the common core shown
in Figure 1.

It is possible that, in a given model M , s′ ∈ B(s) and Ks,M ̸= Ks′,M ,
that is, it is possible that the agent's initial beliefs at state s are di�erent
from the agent's beliefs at a state s′ that is doxastically accessible from s.
Such a phenomenon can be ruled out by imposing two additional properties
on B: transitivity (if s′ ∈ B(s) then B(s′) ⊆ B(s)) and euclideanness (if
s′ ∈ B(s) then B(s) ⊆ B(s′)).10 Since none of the results proved below
require these two additional properties of B, we did not incorporate them in
De�nition 5. Note also that we did not assume re�exivity of B (B is re�exive
if, ∀s ∈ S, s ∈ B(s)). Thus, we allow for the possibility of false beliefs (that
is, it is possible in a model to have, at some state s and for some formula ϕ,
B(s) ⊆ ∥ϕ∥M and also s /∈ ∥ϕ∥M ).11

Lemma 2. Let F = ⟨S,B, f⟩ be a frame, M a model based on F , s ∈ S a
state, and ΨM = {ϕ ∈ Φ0 : ∥ϕ∥M ̸= ∅}. Let Ks,M = {ψ ∈ Φ0 : B(s) ⊆
∥ψ∥M} be the initial beliefs at state s and, for every ϕ ∈ ΨM , let Ks,M ◦ϕ ⊆
Φ0 be the new beliefs (in response to input ϕ) de�ned by (RI). Then

10These two properties are satis�ed by the belief relation illustrated in Figure 1.
11For example, in the model shown in Figure 1, at state s1 the agent has false beliefs:

he believes that either the light is on in both rooms or that the light is o� in both rooms,
but � as a matter of fact � at state s1 the light is on in Room A and o� in Room B.
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(A) the set Ks,M is consistent and deductively closed, and

(B) the set Ks,M ◦ ϕ is consistent and deductively closed.

Proof. To simplify the notation, we omit the subscript M referring to the given
model, that is, we write Ks instead of Ks,M and ∥ϕ∥ instead of ∥ϕ∥M .

(A) First we show that Ks is deductively closed, that is, Ks = Cn(Ks). If ψ ∈ Ks

then ψ ∈ Cn(Ks), because ψ → ψ is a tautology; thus Ks ⊆ Cn(Ks). To
show that Cn(Ks) ⊆ Ks, let ψ ∈ Cn(Ks), that is, there exist ϕ1, ..., ϕn ∈ Ks

(n ≥ 0) such that (ϕ1 ∧ ... ∧ ϕn) → ψ is a tautology. Since ∥ϕ1 ∧ ... ∧ ϕn∥ =
∥ϕ1∥ ∩ ... ∩ ∥ϕn∥ and, for all i = 1, ..., n, ϕi ∈ Ks (that is, B(s) ⊆ ∥ϕi∥), it
follows that B(s) ⊆ ∥ϕ1 ∧ ... ∧ ϕn∥. Since (ϕ1 ∧ ... ∧ ϕn) → ψ is a tautology,
∥(ϕ1 ∧ ... ∧ ϕn) → ψ∥ = S, that is, ∥ϕ1 ∧ ... ∧ ϕn∥ ⊆ ∥ψ∥. Thus B(s) ⊆ ∥ψ∥,
that is, ψ ∈ Ks.
Next we show that Ks is consistent, that is, Cn(Ks) ̸= Φ0. Let p ∈ At be
an atomic formula. Then ∥p ∧ ¬p∥ = ∅. By seriality of B, B(s) ̸= ∅ so that
B(s) ⊈ ∥p ∧ ¬p∥, that is, (p ∧ ¬p) /∈ Ks and hence, since Ks = Cn(Ks),
(p ∧ ¬p) /∈ Cn(Ks).

(B) First we show that Ks ◦ϕ is deductively closed, that is, Ks ◦ϕ = Cn (Ks ◦ ϕ).
The inclusion Ks ◦ ϕ ⊆ Cn (Ks ◦ ϕ) follows from the fact that, for every
ψ ∈ Ks ◦ ϕ, ψ → ψ is a tautology. Next we show that Cn (Ks ◦ ϕ) ⊆ Ks ◦ ϕ.
Since, by hypothesis, ∥ϕ∥ ̸= ∅, f(s′, ∥ϕ∥) is de�ned for every s′ ∈ B(s). Fix
an arbitrary ψ ∈ Cn (Ks ◦ ϕ); then there exist ϕ1, ..., ϕn ∈ Ks ◦ ϕ (n ≥ 0)
such that (ϕ1∧ ...∧ϕn) → ψ is a tautology, so that ∥(ϕ1∧ ...∧ϕn) → ψ∥ = S,
that is, ∥ϕ1 ∧ ... ∧ ϕn∥ ⊆ ∥ψ∥. Fix an arbitrary s′ ∈ B(s) and an arbitrary
i = 1, ..., n. Then, since ϕi ∈ Ks ◦ ϕ, by (RI) f(s′, ∥ϕ∥) ⊆ ∥ϕi∥. Hence
f(s′, ∥ϕ∥) ⊆ ∥ϕ1∥∩ ...∩∥ϕn∥ = ∥ϕ1 ∧ ...∧ϕn∥. Since ∥ϕ1 ∧ ...∧ϕn∥ ⊆ ∥ψ∥ it
follows that f(s′, ∥ϕ∥) ⊆ ∥ψ∥. Thus, since s′ ∈ B(s) was chosen arbitrarily,
ψ ∈ Ks ◦ ϕ.
Next we show that Ks ◦ϕ is consistent, that is, Cn(Ks ◦ϕ) ̸= Φ0. Let p ∈ At

be an atomic formula. Then ∥p ∧ ¬p∥ = ∅. Since, by hypothesis, ∥ϕ∥ ̸= ∅,
by Property (3.1) of the de�nition of frame (De�nition 5) f(s′, ∥ϕ∥) ̸= ∅, for
every s′ ∈ B(s) (recall that, by seriality of B, B(s) ̸= ∅). Thus f(s′, ∥ϕ∥) ⊈
∥p ∧ ¬p∥ so that (p ∧ ¬p) /∈ Ks ◦ ϕ. Hence, since (as shown above) Ks ◦ ϕ =
Cn (Ks ◦ ϕ), (p ∧ ¬p) /∈ Cn (Ks ◦ ϕ) so that Cn (Ks ◦ ϕ) ̸= Φ0.

In what follows, when stating an axiom for a belief change function, we
implicitly assume that it applies to every formula in its domain. For example,
the axiom ϕ ∈ K ◦ ϕ asserts that, for all ϕ in the domain of ◦, ϕ ∈ K ◦ ϕ.

De�nition 7. An axiom is valid on a frame F if, for every model based
on that frame and for every state s in that model, the partial belief change
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function de�ned by (RI) satis�es the axiom. An axiom is valid on a set of
frames F if it is valid on every frame F ∈ F .

Proposition 1. The following axioms are valid on the set of all frames (as
de�ned in De�nition 5):

1. K ◦ ϕ ⊆ K + ϕ. (∗3)
2. ϕ ∈ K ◦ ϕ. (⋄1/ ∗ 2)
3. if ϕ↔ ψ is a tautology, then K ◦ ϕ = K ◦ ψ. (⋄4/ ∗ 6)

Proof. Let F be a frame, M a model based on F and s ∈ S a state in that model.
Let ΨM = {ϕ ∈ Φ0 : ∥ϕ∥M ̸= ∅}, Ks,M = {ϕ ∈ Φ0 : B(s) ⊆ ∥ϕ∥M} and, for
every ϕ ∈ ΨM , let Ks,M ◦ ϕ be the partial belief change function de�ned by (RI).
As before, in what follows we simplify the notation by omitting the subscript M
referring to the given model.

1. Let ϕ ∈ Ψ0 be in the domain of ◦ (that is, ∥ϕ∥ ≠ ∅) and �x an arbitrary
ψ ∈ Ks ◦ ϕ. Then, by (RI), ∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ ∥ψ∥. Thus, since
∥ψ∥ ⊆ ∥¬ϕ∥ ∪ ∥ψ∥ = ∥ϕ→ ψ∥ we have that

∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ ∥ϕ→ ψ∥. (4)

We need to show that ψ ∈ Ks +ϕ = Cn(Ks ∪{ϕ}), that is � since, by (A) of
Lemma 2, Ks = Cn(Ks) � that (ϕ→ ψ) ∈ Ks, i.e. B(s) ⊆ ∥ϕ→ ψ∥. Fix an
arbitrary s′ ∈ B(s). If s′ /∈ ∥ϕ∥ then s′ ∈ ∥¬ϕ∥ ⊆ ∥¬ϕ∥ ∪ ∥ψ∥ = ∥ϕ → ψ∥.
If s′ ∈ ∥ϕ∥, then by Property (3.2) of the de�nition of frame (De�nition 5),
s′ ∈ f(s′, ∥ϕ∥), so that, by (4), s′ ∈ ∥ϕ→ ψ∥.

2. Fix an arbitrary ϕ ∈ Φ0 such that ∥ϕ∥ ≠ ∅ and an arbitrary s′ ∈ B(s).
By Property (3.2) of the de�nition of frame (De�nition 5), f(s′, ∥ϕ∥) ⊆ ∥ϕ∥.
Hence, by (RI), ϕ ∈ K ◦ ϕ.

3. Let ϕ, ψ ∈ Φ0 be such that ∥ϕ∥ ̸= ∅ and ∥ψ∥ ̸= ∅. If ϕ ↔ ψ is a tautology
then ∥ϕ ↔ ψ∥ = S, that is, ∥ϕ∥ = ∥ψ∥, so that, for every s′ ∈ B(s),
f(s′, ∥ϕ∥) = f(s′, ∥ψ∥). Hence, for every χ ∈ Ψ, f(s′, ∥ϕ∥) ⊆ ∥χ∥ if and only
if f(s′, ∥ψ∥) ⊆ ∥χ∥, that is, by (RI), χ ∈ K ◦ ϕ if and only if χ ∈ K ◦ ψ.

4 Frame correspondence. Part 1: Update

A stronger notion than validity is that of frame correspondence. The follow-
ing de�nition mimics the notion of frame correspondence in modal logic.

De�nition 8. We say that an axiom A of belief change functions is char-
acterized by or corresponds to a property P of frames if the following is
true:
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(1) axiom A is valid on the class of frames that satisfy property P , and

(2) if a frame does not satisfy property P then axiom A is not valid on that
frame, that is, there is a model based on that frame and a state in that
model where the partial belief change function de�ned by (RI) violates
axiom A.

Proposition 2. The following axiom:

if ϕ ∈ K then K ◦ ϕ = K (⋄2)

is characterized by the following property of frames: ∀s ∈ S, ∀E ⊆ S,

if B(s) ⊆ E then, ∀s′ ∈ B(s), f(s′, E) ⊆ B(s). (P⋄2)

Proof. (A) Fix a frame that satis�es property (P⋄2), an arbitrary model M based
on it and an arbitrary state s ∈ S. As before, we simplify the notation and omit
the subscript M referring to the given model. Let ϕ ∈ Φ0 be such that ϕ ∈ Ks,
that is, B(s) ⊆ ∥ϕ∥ (note that, by seriality of B, it follows that ∥ϕ∥ ≠ ∅ so that
f(s′, ∥ϕ∥) is de�ned for every s′).
First we show that Ks ⊆ Ks ◦ϕ. Let ψ ∈ Ks. Then B(s) ⊆ ∥ψ∥. By property (P⋄2)
(with E = ∥ϕ∥), for every s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ B(s) and thus f(s′, ∥ϕ∥) ⊆ ∥ψ∥,
so that, by (RI), ψ ∈ Ks ◦ ϕ.
Conversely, suppose that ψ ∈ Ks ◦ ϕ, that is, ∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ ∥ψ∥, so
that

⋃
s′∈B(s)

f(s′, ∥ϕ∥) ⊆ ∥ψ∥. Since B(s) ⊆ ∥ϕ∥, for every s′ ∈ B(s), s′ ∈ ∥ϕ∥ and

thus, by Property (3.3) of De�nition 5 (Weak Centering), {s′} ⊆ f(s′, ∥ϕ∥). Hence
B(s) =

⋃
s′∈B(s)

{s′} ⊆
⋃

s′∈B(s)

f(s′, ∥ϕ∥) ⊆ ∥ψ∥; it follows from this and the de�nition

of Ks that ψ ∈ Ks.

(B) Fix a frame that violates property (P⋄2). Then there exist two states s, s′ ∈ S
and an event E ⊆ S such that (a) B(s) ⊆ E, (b) s′ ∈ B(s) and (c) f(s′, E) ̸⊆ B(s).
Let p, q ∈ At be atomic formulas and construct a model where ∥p∥ = E and
∥q∥ = B(s). Since B(s) ⊆ ∥q∥, q ∈ Ks. Since f(s′, E) ̸⊆ B(s), f(s′, ∥p∥) ̸⊆ ∥q∥ and
thus, since s′ ∈ B(s), by (RI) q /∈ Ks ◦ p so that Ks ◦ p ̸= Ks.

Proposition 3. The following axiom:

K ◦ (ϕ ∧ ψ) ⊆ (K ◦ ϕ) + ψ (⋄5/ ∗ 7)

is characterized by the following property of frames: ∀s ∈ S,∀E,F,G ∈ 2S,
with E ∩ F ̸= ∅,

if, ∀s′ ∈ B(s), f(s′, E ∩ F ) ⊆ G,

then, ∀s′ ∈ B(s), f(s′, E) ∩ F ⊆ G.
(P⋄5/∗7)
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Proof. (A) Fix a frame that satis�es property (P⋄5/∗7), an arbitrary modelM based
on it and an arbitrary state s ∈ S and let ◦ be the belief change function de�ned by
(RI). Let ϕ, ψ ∈ Φ0 be such that ϕ∧ψ is in the domain of ◦, that is, ∥ϕ∧ψ∥ ≠ ∅ (so
that, since ∥ϕ∧ψ∥ = ∥ϕ∥ ∩ ∥ψ∥, also ϕ and ψ are in the domain of ◦). We want to
show that Ks◦(ϕ∧ψ) ⊆ (Ks◦ϕ)+ψ (recall that (Ks◦ϕ)+ψ = Cn ((Ks ◦ ϕ) ∪ {ψ}).
By (A) of Lemma 2, Ks ◦ ϕ is deductively closed, so that, ∀χ ∈ Φ0,

χ ∈ Cn ((Ks ◦ ϕ) ∪ {ψ}) if and only if (ψ → χ) ∈ Ks ◦ ϕ
if and only if, ∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ ∥ψ → χ∥ = ∥¬ψ∥ ∪ ∥χ∥

= (S \ ∥ψ∥) ∪ ∥χ∥.
(5)

First note that

f(s′, ∥ϕ∥) ⊆ (S \ ∥ψ∥) ∪ ∥χ∥ if and only if f(s′, ∥ϕ∥) ∩ ∥ψ∥ ⊆ ∥χ∥. (6)

Fix an arbitrary χ ∈ Ks◦(ϕ∧ψ). Then, by (RI), ∀s′ ∈ B(s), f(s′, ∥ϕ∥∩∥ψ∥) ⊆ ∥χ∥.
By Property (P⋄5/∗7) and by (6), ∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ (S\∥ψ∥)∪∥χ∥ = ∥ψ → χ∥
and thus, by (5), χ ∈ Cn ((Ks ◦ ϕ) ∪ {ψ}).
(B) Fix a frame that violates property (P⋄5/∗7). Then there exist two states s, ŝ ∈ S
and three events E,F and G, with E ∩ F ̸= ∅, such that (a) ∀s′ ∈ B(s), f(s′, E ∩
F ) ⊆ G, (b) ŝ ∈ B(s) and (c) f(ŝ, E)∩F ⊈ G, that is, by (6), f(ŝ, E) ⊈ (S \F )∪G.
Let p, q, r ∈ At be atomic formulas and construct a model where ∥p∥ = E, ∥q∥ = F
and ∥r∥ = G. Then, by (a), r ∈ Ks◦(p∧q) and, by (c), f(ŝ, ∥p∥) ⊈ ∥q → r∥, so that,
by (b) and (RI), (q → r) /∈ Ks ◦ p and thus, by (5), r /∈ Cn ((Ks ◦ p) ∪ {q}).

Remark 4. A stronger property than (P⋄5/∗7) is the following:

∀s ∈ S, ∀E,F ∈ 2S ,∀s′ ∈ B(s),
f(s′, E) ∩ F ⊆ f(s′, E ∩ F ).

(P ′
⋄5/∗7)

To see that (P ′
⋄5/∗7) implies (P⋄5/∗7), let G ⊆ S be such that ∀s′ ∈ B(s),

f(s′, E∩F ) ⊆ G. By (P ′
⋄5/∗7), ∀s

′ ∈ B(s), f(s′, E)∩F ⊆ f(s′, E∩F ), so that
f(s′, E)∩F ⊆ G. On the other hand, (P⋄5/∗7) does not imply (P ′

⋄5/∗7), as the

following example shows: S = {s0, s1, s2, s3, s4, s5}, B(s0) = {s1, s2}, E =
{s3, s4, s5}, F = f(s1, E) = {s3, s4}, f(s1, E∩F ) = {s3}, f(s2, E) = f(s2, E∩
F ) = {s4}. Then f(s1, E ∩ F ) ∪ f(s2, E ∩ F ) = {s3, s4} so that any G ⊆ S
that contains f(s1, E ∩F )∪ f(s2, E ∩F ) must be a superset of {s3, s4} and
we do have that both f(s1, E) ∩ F ⊆ G and f(s2, E) ∩ F ⊆ G are satis�ed,
while {s3, s4} = f(s1, E) ∩ F ⊈ f(s1, E ∩ F ) = {s3}.

From Proposition 3 and Remark 4 we get the following corollary.

Corollary 1. Axiom (⋄5/ ∗ 7) is valid on the set of frames that satisfy Prop-
erty (P ′

⋄5/∗7).
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Proposition 4. The following axiom:

if ψ ∈ K ◦ ϕ and ϕ ∈ K ◦ ψ then K ◦ ϕ = K ◦ ψ (⋄6)

is characterized by the following property of frames: ∀s ∈ S, ∀E,F ∈ 2S \∅,

if, ∀s′ ∈ B(s), f(s′, E) ⊆ F and f(s′, F ) ⊆ E

then
⋃

s′∈B(s)
f(s′, E) =

⋃
s′∈B(s)

f(s′, F ). (P⋄6)

Proof. Fix a frame that satis�es property (P⋄6), an arbitrary model M based on
it and an arbitrary state s ∈ S and let ◦ be the belief change function de�ned by
(RI). Let ϕ, ψ ∈ Φ0 be in the domain of ◦ (that is, ∥ϕ∥ ≠ ∅ and ∥ψ∥ ≠ ∅) and
suppose that ψ ∈ Ks ◦ ϕ and ϕ ∈ Ks ◦ ψ. Then, ∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ ∥ψ∥ and
f(s′, ∥ψ∥) ⊆ ∥ϕ∥ and thus, by Property (P⋄6),⋃

s′∈B(s)

f(s′, ∥ϕ∥) =
⋃

s′∈B(s)

f(s′, ∥ψ∥) (7)

It follows from (7) that, for every χ ∈ Φ0, χ ∈ Ks ◦ ϕ if and only if χ ∈ Ks ◦ ψ.12

Conversely, �x a frame that violates property (P⋄6). Then there exist s ∈ S and
E,F ∈ 2S \∅ such that,

∀s′ ∈ B(s), f(s′, E) ⊆ F and f(s′, F ) ⊆ E

and
⋃

s′∈B(s)

f(s′, E) ̸=
⋃

s′∈B(s)

f(s′, F ). (8)

Thus either
⋃

s′∈B(s)

f(s′, E) ⊈
⋃

s′∈B(s)

f(s′, F ) or
⋃

s′∈B(s)

f(s′, F ) ⊈
⋃

s′∈B(s)

f(s′, E).

Suppose �rst that
⋃

s′∈B(s)

f(s′, E) ⊈
⋃

s′∈B(s)

f(s′, F ). Then there must be a ŝ ∈ B(s)

such that
f(ŝ, E) ⊈

⋃
s′∈B(s)

f(s′, F ). (9)

Let p, q, r ∈ At be atomic sentences and construct a model based on this frame where
∥p∥ = E, ∥q∥ = F and ∥r∥ =

⋃
s′∈B(s)

f(s′, F ). By (8), ∀s′ ∈ B(s), f(s′, ∥p∥) ⊆ ∥q∥

and f(s′, ∥q∥) ⊆ ∥p∥, so that, by (RI), q ∈ K ◦ p and p ∈ K ◦ q. Next we show that
K ◦ p ̸= K ◦ q, thus obtaining a violation of axiom (⋄6). By (9), f(ŝ, ∥p∥) ⊈ ∥r∥
and thus, by (RI), r /∈ K ◦ p. On the other hand, ∀s′′ ∈ B(s), f(s′′, ∥q∥) ⊆

12In fact, χ ∈ Ks ◦ ϕ if and only if, ∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ ∥χ∥ which implies that⋃
s′∈B(s)

f(s′, ∥ϕ∥) ⊆ ∥χ∥, so that, by (7),
⋃

s′∈B(s)

f(s′, ∥ψ∥) ⊆ ∥χ∥, which implies that,

∀s′ ∈ B(s), f(s′, ∥ψ∥) ⊆ ∥χ∥, so that, by (RI), χ ∈ Ks ◦ ψ. Similarly for the case where
χ ∈ Ks ◦ ψ.
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⋃
s′∈B(s)

f(s′, ∥q∥) = ∥r∥ and thus, by (RI), r ∈ K ◦ q. Hence K ◦ p ̸= K ◦ q. The

case where
⋃

s′∈B(s)

f(s′, F ) ⊈
⋃

s′∈B(s)

f(s′, E) is handled similarly, by constructing a

model where ∥p∥ = E, ∥q∥ = F and ∥r∥ =
⋃

s′∈B(s)

f(s′, E).

Axiom (K ⋄7) is di�erent from the other axioms of belief update, because
it involves the clause �K is complete�. In our framework, completeness of a
belief set Ks is a property pertaining to a model, not a property of frames.13

As noted above, a consistent belief set K is complete if it corresponds to a
single MCS (or possible world), that is, if JKK is a singleton. Thus updating
a complete and consistent K means updating a single possible world. This
property can be captured in a frame by having B(s) be a singleton. This is
the motivation for the following result.

De�ne a state s in a frame to be focused if B(s) is a singleton. Note that,
in any model, if s is a focused state then the belief set Ks is complete.14

Proposition 5. Let F⋄7 be the class of frames that satisfy the following
property: ∀s, s′ ∈ S,

if B(s) = {s′} then, ∀E,F ∈ 2S , f(s′, E ∪ F ) ⊆ f(s′, E) ∪ f(s′, F ). (P⋄7)

Then the following axiom

if K is complete then (K ◦ ϕ) ∩ (K ◦ ψ) ⊆ K ◦ (ϕ ∨ ψ) (⋄7)

is valid at every focused state of every model based on a frame in F⋄7 and,
conversely, if a frame is not in F⋄7 then the axiom is not valid on it.

Proof. Fix a frame that satis�es property (P⋄7), an arbitrary model M based on it
and an arbitrary focused state s ∈ S and let ◦ be the belief change function based
on Ks de�ned by (RI). Let s′ ∈ S be such that B(s) = {s′}. Let ϕ, ψ ∈ Φ0 be
in the domain of ◦ and �x an arbitrary χ ∈ (Ks ◦ ϕ) ∩ (Ks ◦ ψ). Then, by (RI),
f(s′, ∥ϕ∥) ⊆ ∥χ∥ and f(s′, ∥ψ∥) ⊆ ∥χ∥ and thus, by Property (P⋄7) and the fact
that ∥ϕ∥ ∪ ∥ψ∥ = ∥ϕ ∨ ψ∥, f(s′, ∥ϕ ∨ ψ∥) ⊆ ∥χ∥, that is, by (RI), χ ∈ Ks ◦ (ϕ ∨ ψ).

13For example, consider a frame where for some state s, B(s) = {s1, s2}. A model based
on this frame where, for every atomic sentence p ∈ At, s1 |= p if and only if s2 |= p is such
that Ks is complete. On the other hand, a di�erent model where, for some p ∈ At, s1 |= p
and s2 |= ¬p, is such that Ks is not complete (because p /∈ Ks and ¬p /∈ Ks).

14Fix an arbitrary model and a state s and let Ks the belief set at s. If B(s) = {s′}
then, ∀ϕ ∈ Φ0, either s

′ ∈ ∥ϕ∥, in which case, by de�nition of Ks, ϕ ∈ Ks, or s
′ /∈ ∥ϕ∥

(that is, s′ ∈ ∥¬ϕ∥) and thus ¬ϕ ∈ Ks.
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Conversely, �x a frame that violates property (P⋄7). Then there exist s, s′ ∈ S and
E,F ∈ 2S such that

(a) B(s) = {s′}, and
(b) f(s′, E ∪ F ) ⊈ f(s′, E) ∪ f(s′, F ).

(10)

Let p, q, r ∈ At be atomic formulas and construct a model where ∥p∥ = E, ∥q∥ =
F and ∥r∥ = f(s′, E) ∪ f(s′, F ). Then, by (10) (since ∥p∥ ∪ ∥q∥ = ∥p ∨ q∥),
f(s′, ∥p ∨ q∥) ⊈ ∥r∥ and thus, by (RI), r /∈ K ◦ (p ∨ q). On the other hand, since
f(s′, ∥p∥) ⊆ f(s′, ∥p∥) ∪ f(s′, ∥q∥) = ∥r∥ and f(s′, ∥q∥) ⊆ (f(s′, ∥p∥) ∪ f(s′, ∥q∥) =
∥r∥, r ∈ K ◦p and r ∈ K ◦q, yielding a violation of axiom (⋄7), since Ks is complete
because B(s) is a singleton.

The following proposition provides a similar characterization of Axiom
(K ⋄ 9).

Proposition 6. Let F⋄9 be the class of frames that satisfy the following
property: ∀s, s′ ∈ S,

if B(s) = {s′} then, ∀E,F ∈ 2S ,

if f(s′, E) ∩ F ̸= ∅ then, f(s′, E ∩ F ) ⊆ f(s′, E) ∩ F.
(P⋄9)

Then the following axiom

if K is complete and ¬ψ /∈ (K ◦ ϕ) then (K ◦ ϕ) + ψ ⊆ K ◦ (ϕ ∧ ψ) (⋄9)

is valid at every focused state of every model based on a frame in F⋄9 and,
conversely, if a frame is not in F⋄9 then the axiom is not valid on it.

Proof. Fix a frame that satis�es Property (P⋄9), an arbitrary model based on it, a
focused state s, and let s′ ∈ S be such that B(s) = {s′}. Let Ks the belief set at s
and ◦ be the belief change function (based on Ks) de�ned by (RI). Let ϕ, ψ ∈ Φ0

be two formulas such that ϕ ∧ ψ is in the domain of ◦ (that is ∥ϕ ∧ ψ∥ ≠ ∅, which
implies that also ∥ϕ∥ ̸= ∅ and ∥ψ∥ ̸= ∅) and suppose that ¬ψ /∈ Ks ◦ ϕ, that
is, f(s′, ∥ϕ∥) ∩ ∥ψ∥ ≠ ∅. Then, by Property (P⋄9) (and noting that ∥ϕ ∧ ψ∥ =
∥ϕ∥ ∩ ∥ψ∥),

f(s′, ∥ϕ ∧ ψ∥) ⊆ f(s′, ∥ϕ∥) ∩ ∥ψ∥. (11)

We need to show that Cn((Ks◦ϕ)∪{ψ}) ⊆ Ks◦(ϕ∧ψ). Let χ ∈ Cn((Ks◦ϕ)∪{ψ});
then, since, by (B) of Lemma 2, Ks ◦ ϕ is deductively closed, (ψ → χ) ∈ Ks ◦ ϕ,
that is, f(s′, ∥ϕ∥) ⊆ ∥ψ → χ∥ = (S \ ∥ψ∥) ∪ ∥χ∥, which is equivalent to

f(s′, ∥ϕ∥) ∩ ∥ψ∥ ⊆ ∥χ∥. (12)

It follows from (11) and (12) that f(s′, ∥ϕ ∧ ψ∥) ⊆ ∥χ∥ so that, by (RI) (since
B(s) = {s′}), χ ∈ K ◦ (ϕ ∧ ψ).
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Conversely, �x a frame that violates Property (P⋄9). Then there exist s, s′ ∈ S and
E,F ∈ 2S such that

(a) B(s) = {s′}
(b) f(s′, E) ∩ F ̸= ∅,
(c) f(s′, E ∩ F ) ⊈ f(s′, E) ∩ F.

(13)

Let p, q, r ∈ At be atomic formulas and construct a model where ∥p∥ = E, ∥q∥ = F
and ∥r∥ = f(s′, E)∩F . Then, by (b) of (13), f(s′, ∥p∥)∩∥q∥ ≠ ∅ so that ¬q /∈ Ks◦p.
Furthermore, by (c) of (13), f(s′, ∥p∧q∥) ⊈ ∥r∥ and thus r /∈ K ◦ (p∧q). To obtain
a violation of Axiom (⋄9) it only remains to show that r ∈ Cn((K ◦p)∪{q}), which
is equivalent to (q → r) ∈ K ◦ p (since, by (B) of Lemma 2, K ◦ p is deductively
closed); that is, we have to show that f(s′, ∥p∥) ⊆ ∥q → r∥ = (S \ ∥q∥) ∪ ∥r∥. But
this is equivalent to f(s′, ∥p∥) ∩ ∥q∥ ̸= ∅, which is our hypothesis (namely, (b) of
(13)).

We now return to the observation made in Remark 1 about axiom (K⋄8),
which [30] propose as a translation of axiom (U8) in [16] within the context
of belief sets. Let W denote the set of maximally consistent sets (MCS) of
formulas in Φ0. Recall that, given a set of formulas Γ ⊆ Φ0, JΓK denotes
the set of MCS that contain all the formulas in Γ: JΓK = {w ∈ W : ∀ϕ ∈
Γ, ϕ ∈ w}. Recall also that (K ⋄ 8) is the following requirement: if JKK ̸=
∅ then K ⋄ ϕ =

⋂
w∈JKK (w ⋄ ϕ). Since we restricted attention to the case

where the initial belief setK is consistent, the clause JKK ̸= ∅ is super�uous.
Thus "axiom" (K ⋄ 8) can be stated as:

K ⋄ ϕ =
⋂

w∈JKK

(w ⋄ ϕ).

Consider the subclass of frames where S = W . Given any such frame, a
natural model based on it is one where, ∀w ∈ W, ∀ϕ ∈ Φ0, w |= ϕ if and
only if ϕ ∈ w, so that ∥ϕ∥ = JϕK. Thus the de�nition of the initial belief
set K at w ∈ W , namely Kw = {ϕ ∈ Φ0 : B(w) ⊆ ∥ϕ∥ = JϕK}, implies
that B(w) ⊆ JKwK. Furthermore, if either B(w) is �nite or the set of atomic
formulas At is �nite, then JKwK ⊆ B(w). Let us focus on this case, so that
B(w) = JKwK. For w′ ∈ W and ϕ ∈ Φ0 de�ne w′ ⋄ ϕ ⊆ Φ0 as follows:
∀ψ ∈ Φ0,

ψ ∈ (w′ ⋄ ϕ) if and only if f(w′, JϕK) ⊆ JψK. (14)

Then (since B(w) = JKwK)

Kw ⋄ ϕ =
⋂

w′∈JKwK

(w′ ⋄ ϕ) (15)
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which is exactly (K ⋄ 8).15

De�nition 9. An update frame is a frame that (besides the properties of
De�nition 5) satis�es the properties of Propositions 2, 3, 4 and 5, namely:

(P⋄2) if B(s) ⊆ E then, ∀s′ ∈ B(s), f(s′, E) ⊆ B(s).

(P⋄5/∗7) if, ∀s′ ∈ B(s), f(s′, E ∩ F ) ⊆ G,

then, ∀s′ ∈ B(s), f(s′, E) ∩ F ⊆ G.

(P⋄6) if, ∀s′ ∈ B(s), f(s′, E) ⊆ F and f(s′, F ) ⊆ E

then
⋃

s′∈B(s)
f(s′, E) =

⋃
s′∈B(s)

f(s′, F ).

(P⋄7) if B(s) = {s′} then, ∀E,F ∈ 2S,

f(s′, E ∪ F ) ⊆ f(s′, E) ∪ f(s′, F ).

We denote by F⋄ the class of such frames.

For every model based on a frame in F⋄ and for every state s in that
model, the belief change function (based on Ks = {ϕ ∈ Φ0 : B(s) ⊆ ∥ϕ∥})
de�ned by (RI) satis�es the following axioms for belief update:

1. (K ⋄ 0) (by (B) of Lemma 2),

2. (K ⋄ 1) (by (2) of Proposition 1),

3. (K ⋄ 2) (by Proposition 2),

4. (K ⋄ 4) (by (3) of Proposition 1),

5. (K ⋄ 5) (by Proposition 3),

6. (K ⋄ 6) (by Proposition 4),

7. (K ⋄ 7) (by Proposition 5).

15Proof. First we show that Kw ⋄ ϕ ⊆
⋂

w′∈B(w) (w
′ ⋄ ϕ). Fix an arbitrary ψ ∈ Kw ⋄

ϕ. Then, by (RI), ∀w′ ∈ B(w), f(w′, JϕK) ⊆ JψK, that is, by (14), ∀w′ ∈ B(w), ψ ∈
(w′ ⋄ ϕ) so that ψ ∈

⋂
w′∈B(w) (w

′ ⋄ ϕ). Next we show that
⋂

w′∈B(w) (w
′ ⋄ ϕ) ⊆ Kw ⋄ ϕ.

Let ψ ∈
⋂

w′∈B(w) (w
′ ⋄ ϕ). Then, ∀w′ ∈ B(w), ψ ∈ (w′ ⋄ ϕ), that is, by (14), ∀w′ ∈

B(w), f(w′, JϕK) ⊆ JψK so that, by (RI), ψ ∈ Kw ⋄ ϕ.
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The only remaining axiom is K ⋄ 3 which says that K ⋄ ϕ = Φ0 if and
only if ϕ is a contradiction. When ϕ is a contradiction, then ∥ϕ∥ = ∅ in
every model and thus K ◦ ϕ is not de�ned according to (RI). This is easily
�xed by adding the stipulation that K ◦ ϕ = Φ0 when ϕ is a contradiction.
However, in a given model there may also be consistent formulas ϕ such
that ∥ϕ∥ = ∅, so that - again - K ◦ ϕ is not de�ned according to (RI).
Thus the question arises as to whether any partial belief change function
◦ de�ned by (RI) can be extended to a full-domain belief update function
⋄ (De�nition 2). Conversely, it is natural to ask whether any full-domain
belief update function coincides with the belief change function de�ned by
(RI) in some model. The following proposition answers both questions in the
a�rmative. Since the proof of Proposition 7 is rather lengthy it is relegated
to the Appendix.

Proposition 7. The class F⋄ of update frames characterizes the set of full-
domain belief update functions in the following sense:

(A) For every model based on a frame in F⋄ and for every state s in that
model, the belief change function ◦ (based on Ks = {ϕ ∈ Φ0 : B(s) ⊆
∥ϕ∥}) de�ned by (RI) can be extended to a full-domain belief update
function ⋄ (De�nition 2).

(B) Let K ⊂ Φ0 be a consistent and deductively closed set and let ⋄ : Φ0 →
2Φ0 be a belief update function based on K (De�nition 2). Then there
exists a frame in F⋄, a model based on that frame and a state s in that
model such that (1) K = Ks = {ϕ ∈ Φ0 : B(s) ⊆ ∥ϕ∥} and (2) the
partial belief change function ◦ (based on Ks) de�ned by (RI) is such
that Ks ◦ ϕ = Ks ⋄ ϕ for every consistent formula ϕ.

Remark 5. As noted in Remark 2, in [16] Katsuno and Mendelzon also
put forward a stronger notion of belief update, obtained by replacing (in our
translation) axioms (K ⋄ 6) and (K ⋄ 7) with axiom (K ⋄ 9). Proposition 8
below shows that a result analogous to the characterization of Proposition 7
applies also to this stronger notion. Since the proof is very similar to the
proof of Proposition 7 we omit it.

De�nition 10. A strong update frame is a frame that (besides the properties
of De�nition 5) satis�es the following properties:

(P⋄2) if B(s) ⊆ E then, ∀s′ ∈ B(s), f(s′, E) ⊆ B(s).

(P⋄5/∗7) if, ∀s′ ∈ B(s), f(s′, E ∩ F ) ⊆ G,

then, ∀s′ ∈ B(s), f(s′, E) ∩ F ⊆ G.
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(P⋄9) if B(s) = {s′} then, ∀E,F ∈ 2S , if f(s′, E) ∩ F ̸= ∅
then, f(s′, E ∩ F ) ⊆ f(s′, E) ∩ F .

We denote by F⋄⋄ the class of such frames.

Proposition 8. The class F⋄⋄ of strong update frames characterizes the set
of strong belief update functions (De�nition 3):

(A) For every model based on a frame in F⋄⋄ and for every state s in that
model, the belief change function ◦ (based on Ks = {ϕ ∈ Φ0 : B(s) ⊆
∥ϕ∥}) de�ned by (RI) can be extended to a full-domain belief update
function ⋄ that satis�es axioms (K ⋄ 0)-(K ⋄ 5) and (K ⋄ 9).

(B) Let K ⊂ Φ0 be a consistent and deductively closed set and let ⋄ :
Φ0 → 2Φ0 be a belief update function based on K that satis�es axioms
(K ⋄ 0)-(K ⋄ 5) and (K ⋄ 9). Then there exists a frame in F⋄⋄, a
model based on that frame and a state s in that model such that (1)
K = Ks = {ϕ ∈ Φ0 : B(s) ⊆ ∥ϕ∥} and (2) the partial belief change
function ◦ (based on Ks) de�ned by (RI) is such that Ks ◦ ϕ = Ks ⋄ ϕ
for every consistent formula ϕ.

5 Frame correspondence. Part 2: Revision

As noted in Remark 3, axioms (K ∗ 4) and (K ∗ 8) can be viewed as the
crucial axioms that distinguish AGM belief revision from the strong version
of KM belief update. In this section we provide a semantic characterization
of these two axioms and a characterization of AGM belief revision functions
along the lines of that provided for belief update (Propositions 7 and 8),
while in Section 6 we compare belief revision and belief update by focusing
on the interpretation of the semantic properties corresponding to (K ∗4) and
(K ∗ 8) in relation to the semantic properties corresponding to (K ⋄ 2) and
(K ⋄ 9).

Proposition 9. The following axiom:

if ¬ϕ /∈ K then K ⊆ K ◦ ϕ (∗4)

is characterized by the following property of frames: ∀s ∈ S, ∀E ⊆ S,

if B(s) ∩ E ̸= ∅ then, ∀s′ ∈ B(s), f(s′, E) ⊆ B(s) ∩ E. (P∗4)
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Proof. Fix a frame that satis�es Property (P∗4), an arbitrary model based on it,
a state s and let Ks the belief set at s and ◦ be the belief change function (based
on Ks) de�ned by (RI). Let ϕ ∈ Φ0 be a formula in the domain of ◦ and suppose
that ¬ϕ /∈ Ks, that is, B(s) ⊈ ∥¬ϕ∥, i.e. B(s) ∩ ∥ϕ∥ ≠ ∅. We need to show that
Ks ⊆ Ks ◦ ϕ. Fix an arbitrary ψ ∈ Ks; then B(s) ⊆ ∥ψ∥. Since B(s) ∩ ∥ϕ∥ ≠ ∅,
by Property (P∗4) (with E = ∥ϕ∥) ∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ B(s)∩ ∥ϕ∥. Thus (since
B(s) ∩ ∥ϕ∥ ⊆ B(s) ⊆ ∥ψ∥), ∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ ∥ψ∥, that is, ψ ∈ K ◦ ϕ.
Conversely, consider a frame that violates Property (P∗4). Then there exist s ∈ S
and E ⊆ S such that B(s)∩E ̸= ∅, s′ ∈ B(s) and f(s′, E) ⊈ B(s)∩E. Let p, q ∈ At

and construct a model based on this frame where ∥p∥ = E and ∥q∥ = B(s) ∩ E.
Since s′ ∈ B(s) and B(s) ∩ ∥p∥ ≠ ∅, ¬p /∈ Ks. Since f(s′, ∥p∥) ⊈ B(s) ∩ E = ∥q∥,

q /∈ Ks ◦ p. (16)

By (2) of Proposition 1, p ∈ K ◦ p. Thus, for every formula ϕ, (p → ϕ) ∈ K ◦ p
if and only if ϕ ∈ K ◦ p (since, by (B) of Lemma 2, K ◦ p is deductively closed).
Hence, by (16),

(p→ q) /∈ Ks ◦ p. (17)

Next we show that (p→ q) ∈ Ks so that Ks ⊈ Ks ◦ p, yielding a violation of axiom
(∗4) (since ¬p /∈ Ks). We need to show that B(s) ⊆ ∥p → q∥ = ∥¬p∥ ∪ ∥q∥ =
(S \ ∥p∥) ∪ ∥q∥. First note that

B(s) = (B(s) ∩ (S \ E)) ∪ (B(s) ∩ E). (18)

Since E = ∥p∥, B(s) ∩ (S \ E) = B(s) ∩ ∥¬p∥ ⊆ ∥¬p∥ ⊆ ∥¬p∥) ∪ ∥q∥ = ∥p → q∥.
Thus

B(s) ∩ (S \ E) ⊆ ∥p→ q∥. (19)

Since B(s) ∩E = ∥q∥, B(s) ∩E ⊆ ∥¬p∥ ∪ ∥q∥ = ∥p→ q∥. It follows from this, (19)
and (18) that B(s) ⊆ ∥p→ q∥.

Proposition 10. The following axiom:

if ¬ψ /∈ K ◦ ϕ then K ◦ ϕ+ ψ ⊆ K ◦ (ϕ ∧ ψ) (∗8)

is characterized by the following property of frames: ∀s ∈ S, ∀E,F ∈ 2S,

if ∃ŝ ∈ B(s) such that f(ŝ, E) ∩ F ̸= ∅ then,

∀s′ ∈ B(s), f(s′, E ∩ F ) ⊆
⋃

s′′∈B(s)
(f(s′′, E) ∩ F ) . (P∗8)

Proof. Fix a frame that satis�es Property (P∗8), an arbitrary model based on it, a
state s, and let Ks the belief set at s and ◦ be the belief change function (based
on Ks) de�ned by (RI). Let ϕ, ψ ∈ Φ0 be two formulas such that ϕ ∧ ψ is in
the domain of ◦ (that is ∥ϕ ∧ ψ∥ ≠ ∅, which implies that also ∥ϕ∥ ≠ ∅ and
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∥ψ∥ ≠ ∅) and suppose that ¬ψ /∈ Ks ◦ϕ, that is, there exists an ŝ ∈ B(s) such that
f(ŝ, ∥ϕ∥)∩∥ψ∥ ≠ ∅. Then, by Property (P∗8) (and noting that ∥ϕ∧ψ∥ = ∥ϕ∥∩∥ψ∥),

∀s′ ∈ B(s), f(s′, ∥ϕ ∧ ψ∥) ⊆
⋃

s′′∈B(s)

(f(s′′, ∥ϕ∥) ∩ ∥ψ∥) . (20)

We need to show that Cn((Ks ◦ ϕ) ∪ {ψ}) ⊆ Ks ◦ (ϕ ∧ ψ). Fix an arbitrary
χ ∈ Cn((Ks ◦ ϕ) ∪ {ψ}); then, since, by (B) of Lemma 2, Ks ◦ ϕ is deductively
closed, (ψ → χ) ∈ Ks ◦ ϕ, that is,

∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ ∥ψ → χ∥ = (S \ ∥ψ∥) ∪ ∥χ∥,

which is equivalent to

∀s′ ∈ B(s), f(s′, ∥ϕ∥) ∩ ∥ψ∥ ⊆ ∥χ∥,

so that ⋃
s′∈B(s)

(f(s′, ∥ϕ∥) ∩ ∥ψ∥) ⊆ ∥χ∥. (21)

It follows from (20) and (21) that ∀s′ ∈ B(s), f(s′, ∥ϕ ∧ ψ∥) ⊆ ∥χ∥, that is, χ ∈
K ◦ (ϕ ∧ ψ).
Conversely, �x a frame that violates Property (P∗8). Then there exist s, s1, s2 ∈ S
and E,F ∈ 2S such that

(a) s1 ∈ B(s) and f(s1, E) ∩ F ̸= ∅,

(b) s2 ∈ B(s) and f(s2, E ∩ F ) ⊈
⋃

s′∈B(s)

(f(s′, E) ∩ F ) . (22)

Let p, q, r ∈ At be atomic formulas and construct a model where ∥p∥ = E, ∥q∥ = F
and ∥r∥ =

⋃
s′∈B(s)

(f(s′, E) ∩ F ). Then,

(A) by (a) of (22), ¬q /∈ Ks ◦ p

(B) by (b) of (22), r /∈ K ◦ (p ∧ q).
(23)

To obtain a violation of Axiom (∗8) it only remains to show that r ∈ Cn((K ◦
p) ∪ {q}), which is equivalent to (since, by (B) of Lemma 2, K ◦ p is deductively
closed) (q → r) ∈ K ◦ p; that is, we have to show that ∀s′ ∈ B(s), f(s′, ∥p∥) ⊆
∥q → r∥ = (S \ ∥q∥) ∪ ∥r∥. Fix an arbitrary s′ ∈ B(s). If f(s′, ∥p∥) ∩ ∥q∥ = ∅ then
f(s′, ∥p∥) ⊆ (S\∥q∥) ⊆ (S\∥q∥)∪∥r∥. If f(s′, ∥p∥)∩∥q∥ ≠ ∅ then f(s′, ∥p∥)∩∥q∥ ⊆⋃
s′′∈B(s)

(f(s′′, ∥p∥) ∩ ∥q∥) = ∥r∥; thus f(s′, ∥p∥) ∩ ∥q∥ ⊆ ∥r∥ which is equivalent to

f(s′, ∥p∥) ⊆ (S \ ∥q∥) ∪ ∥r∥.

De�nition 11. A revision frame is a frame that (besides the properties of
De�nition 5) satis�es the properties of Propositions 9 and 10, namely:
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(P∗4) if B(s) ∩ E ̸= ∅ then, ∀s′ ∈ B(s), f(s′, E) ⊆ B(s) ∩ E.

(P∗8) if, ∃ŝ ∈ B(s) such that f(ŝ, E) ∩ F ̸= ∅ then,

∀s′ ∈ B(s), f(s′, E ∩ F ) ⊆
⋃

s′′∈B(s)
(f(s′′, E) ∩ F ).

We denote by F∗ the class of such frames.

The proof of the following proposition is given in the Appendix.

Proposition 11. The class F∗ of revision frames characterizes the set of
AGM belief revision functions (De�nition 4), in the following sense:

(A) For every model based on a frame in F∗ and for every state s in that
model, the belief change function ◦ (based on Ks = {ϕ ∈ Φ0 : B(s) ⊆
∥ϕ∥}) de�ned by (RI) can be extended to a full-domain belief revision
function ∗ that satis�es the AGM axioms (K ∗ 1)-(K ∗ 8).

(B) Let K ⊂ Φ0 be a consistent and deductively closed set and let ∗ :
Φ0 → 2Φ0 be a belief revision function based on K that satis�es the
AGM axioms (K ∗ 1)-(K ∗ 8). Then there exists a frame in F∗, a
model based on that frame and a state s in that model such that (1)
K = Ks = {ϕ ∈ Φ0 : B(s) ⊆ ∥ϕ∥} and (2) the partial belief change
function ◦ (based on Ks) de�ned by (RI) is such that Ks ◦ ϕ = Ks ∗ ϕ
for every consistent formula ϕ.

6 Comparing KM update and AGM revision

As noted in Remark 3, AGM axiom (K ∗4) can be seen as a strengthening of
KM axiom (K ⋄ 2). This is clear if we compare the corresponding semantic
properties (Propositions 2 and 9):

(i) For (K ⋄ 2): if B(s) ⊆ E then, ∀s′ ∈ B(s), f(s′, E) ⊆ B(s).

(ii) For (K ∗ 4): if B(s) ∩ E ̸= ∅ then, ∀s′ ∈ B(s), f(s′, E) ⊆ B(s) ∩ E.

By de�nition of frame (De�nition 5), since B is serial, B(s) ̸= ∅ and thus
B(s) ⊆ E implies that B(s) ∩ E = B(s) ̸= ∅. Hence if (i) is satis�ed then
so is (ii). What (i) says is that if, initially, the agent believes event E then,
conditional on E, he continues to believe everything that he believed initially.
On the other hand, (ii) says that if, among the states that the agent initially
considered possible, there are states where event E is true, then those states
should be given priority when conditioning on E. In other words, when
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looking for E-states that are closest to a state that is initially considered
possible, the agent should give priority to those states in his initial belief
set that are already E-states, if there are any such states. We shall call this
requirement Doxastic Priority 1 (DP1):16

E-states in B(s) are to be selected as nearer to states in B(s)
than any E-states outside of B(s). (DP1)

(DP1) is reminiscent of a principle put forward by Stalnaker [35] in his theory
of context-dependent indicative conditionals: if an indicative conditional is
being evaluated at a world in the context set, then the world selected must,
if possible, be within the context set as well. In our semantic framework,
the set B(s) can be viewed as playing a role similar to the role played by the
context set in Stalnaker's theory of indicative conditionals.

In Remark 3 it was also noted that axiom (K ∗ 8) can be seen as a
strengthening of KM axiom (K ⋄ 9). Once again, this is clear if we compare
the corresponding semantic properties (Propositions 6 and 10):

(I) For (K ⋄ 9): if B(s) = {s′} then, ∀E,F ∈ 2S , if f(s′, E) ∩ F ̸= ∅ then
f(s′, E ∩ F ) ⊆ f(s′, E) ∩ F .

(II) For (K ∗ 8): if ∃ŝ ∈ B(s) such that f(ŝ, E) ∩ F ̸= ∅ then, ∀s′ ∈
B(s), f(s′, E ∩ F ) ⊆

⋃
s′′∈B(s)

(f(s′′, E) ∩ F ).

It is clear that if B(s) is a singleton then (II) reduces to (I). Property (II)
plays a similar role to (DP1): it says that if there are E-states closest to
states in B(s) which are also F -states then the closest E-and-F -states to
states in B(s) must be among those. We call this principle Doxastic Priority
2 (DP2):

When looking for E-and-F states outside of B(s), the
closest E-states that are also F -states are to be selected
as nearer to B(s) than any E-states outside of B(s) that
are not also F -states.

(DP2)

The examples given by Katsuno and Mendelzon in [16] show that (DP1) and
(DP2) are not requirements that one would want to impose, in general, on a
theory of belief updating. However, the fact remains that if one strengthens
the de�nition of strong update frame (De�nition 10) by replacing (P⋄2) with

16This requirement is what leads to f(s3, ∥b∥) = {s2} in the model of Panel (a) of Figure
2.
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the stronger (P∗4) and (P⋄9) with the stronger (P∗8), then one obtains a
revision frame (De�nition 11); in other words, the set of revision frames is a
subset of the set of strong update frames. This fact suggests that, as Peppas
et al. point out in [30, p. 98] "revision functions are nothing but a special
kind of update operator"; indeed, they prove (by making use of a di�erent
semantics from the one considered in this paper) that, given a consistent
belief set K, for every revision function ∗ there exists an update operator ⋄
such that K ∗ ϕ = K ⋄ ϕ, ∀ϕ ∈ Φ0 [30, Theorem 2, p. 98].

7 Discussion

As noted in the Introduction, the dominant interpretation of an input to both
AGM revision and KM update is in terms of reliable new information, so that
K ∗ϕ is interpreted as the revised belief set after the information represented
by the formula ϕ has been made compatible with the initial belief set K and,
similarly, K ⋄ ϕ is interpreted as the updated belief set after incorporating
information ϕ. This interpretation is apparent in the way in which (in the
context of belief revision) the Success Axiom (AGM axiom (K ∗ 2) and KM
axiom (K ⋄ 1)) is described or criticized in the literature:

"The Success postulate says that the new information ϕ should
always be included in the new belief set. [It] places enormous
faith on the reliability of ϕ. The new information is perceived to
be so reliable that it prevails over all previous con�icting beliefs,
no matter what these beliefs might be." [29, p. 319]

"In AGM revision, new information has primacy. This is mir-
rored in the Success postulate for revision. At each stage the
system has total trust in the input information, and previous
beliefs are discarded whenever that is needed to consistently in-
corporate the new information. This is an unrealistic feature
since in real life, cognitive agents sometimes do not accept the
new information that they receive."[7, p. 65]

"A system obeying [the Success axiom] is totally trusting at each
stage about the input information; it is willing to give up what-
ever elements of the background theory must be abandoned to
render it consistent with the new information. Once this informa-
tion has been incorporated, however, it is at once as susceptible
to revision as anything else in the current theory. Such a rule
of revision seems to place an inordinate value on novelty, and its
behaviour towards what it learns seems capricious." [5, p. 251]
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By contrast, in our Kripke-Lewis semantics, the Success axiom is entirely
trivial, in that it merely requires the agent to believe that "if ϕ is (or were)
the case then ϕ is (or would be) the case", which is a natural consequence of
any meaningful reading of such conditional; indeed, as shown in Proposition
1, no additional properties are required for the axiom ϕ ∈ K ◦ ϕ to be valid
on an arbitrary frame.

In this section we will argue that our proposed semantics provides an
alternative interpretation of both revision and update in terms of suppo-
sition rather than information, and that supposition and information are
conceptually very di�erent.

7.1 Supposition versus information

There are many types of belief "change":

1. The mental simulation of scenarios that are known to be contrary to
actual reality. This type of belief change has been recently investi-
gated under the name of "reality-oriented mental simulation" ([2]) or
"pretense imagination" ([27]).

2. The reaction to information that is accepted as entirely reliable: as
[36, p. 194] puts it, an "input proposition [that] represents an item of
information that the subject takes himself to have come to know".

3. The mental exercise of entertaining a supposition and examining its
consequences.

Several authors have noted that there seems to be a signi�cant di�erence
between supposing that ϕ and learning that ϕ:

"Merely suppositional change is essentially di�erent from "gen-
uine" change due to new information." [32, p. 410]

"There seems to be a need to distinguish actual belief revision
from belief revision that is merely hypothetical. [...] Ordinary
theories of belief change do not seem suited to handle the sort of
hypothetical belief change that goes on, for example, in debates
where the participants agree, "for the sake of argument", on a
certain common ground on which possibilities can be explored
and disagreements can be aired. One need not actually believe
what one accepts in this way." [34, p. 1]
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"In none of these contexts is supposing that ϕ equivalent to be-
lieving that ϕ... Changing full beliefs calls for some sort of ac-
counting or justi�cation. Supposition does not..." [20, p.5, em-
phasis added]

There is also empirical evidence that, even in the case where what is be-
ing supposed or learned is compatible with the initial beliefs, people treat
supposition and information di�erently: [38] found "substantial di�erences
between the conditional probability of an event A supposing an event B,
compared to the probability of A after having learned B. Speci�cally, sup-
posing B appears to have less impact on the credibility of A than learning
that B is true."

The following example illustrates the di�erence between supposition and
information.

Example 3. From my interactions with my colleague Louis I have come to
believe that he is shy and sociophobic; indeed, he has never attended any of the
frequent social gatherings organized by members of the department. Yesterday
there was a big party to which we were all invited (including Louis). I was
not able to go and I believe that Louis did not go either � because I believe
that he is sociophobic. On the supposition that he did go to the party, I
believe that he would have been anxious and uncomfortable and would have
left after a very short time � because I believe that he is sociophobic and this
is how a sociophobic person would react. As Levi ([20], quoted above) notes,
a supposition "for the sake of the argument" does not require an explanation
or a justi�cation; in particular, when I reason under the supposition that he
was at the party, I am not compelled to change my basic belief that he is
sociophobic. Indeed, "he was not at the party" and "if he was at the party
then he was anxious" are an expression of the same belief, namely that he is
sociophobic. There is no change in belief involved in the supposition that he
was at the party. On the other hand, if I were to learn � that is, if I were
reliably informed � that Louis was in fact at the party, then I would need
to come up with some explanation (perhaps he is taking medication for his
anxiety, or perhaps I was wrong in my belief that he is sociophobic) and in
that case I might not believe that he would have been anxious and would have
left after a very short time.

In terms of our semantics, consider a model and a state s in that model
where B(s) ⊆ ∥p∧¬q∥, where p is the atomic formula `Louis is sociophobic'
and q is the atomic formula `Louis was at the party'; thus, I initially believe
that Louis is sociophobic and was not at the party. Now consider any state
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s′ such that sBs′; then s′ |= p ∧ ¬q, in particular, s′ is a state where Louis
is sociophobic. If I have a strong belief that Louis is sociophobic, it seems
natural that the closest states to s′ where Louis was at the party (the closest
q-states) are still states where Louis is sociophobic and at any such state
Louis would be anxious and would leave after a very short time; hence my
belief that if Louis was at the party then he would have been anxious and
would have left early. On the other hand, if I were to learn that Louis
was at the party, then my beliefs would change and my new beliefs would
be represented by a new state ŝ such that B(ŝ) ⊆ ∥q∥ and possibly even
B(ŝ) ⊆ ∥¬p∥.

Some authors have argued that the AGM axioms for belief revision are
suitable for modeling suppositional beliefs but not for belief change in re-
sponse to learning new information. For example, [20, p. 117] writes "the
contribution of Alchourrón, Gärdenfors and Makinson is best seen as a con-
tribution to an account of reasoning for the sake of the argument and not as
an account of the logic of belief change". If we interpret the sentence `on the
supposition that ϕ, the agent believes that ψ' as `the agent believes that if ϕ
is (or were) the case then ψ is (or would be) the case', then our semantics and
characterization results (Propositions 7 and 11) show that both AGM belief
revision and KM belief revision can be given a consistent interpretation in
terms of supposition rather than information.

7.2 Relevance to AI

Belief change plays a crucial role in the �eld of arti�cial intelligence (AI),17

particularly in the following areas:

� Knowledge Representation (KR) and Knowledge Base (KB) systems.
Knowledge bases need to be revised when new information is obtained.
An important issue is how to resolve logical or semantic inconsistencies,
in particular, how to update a database when new facts are introduced
that are inconsistent with its previous contents.

� Dynamic Environments. An AI system deployed in a dynamic envi-
ronment (such as autonomous vehicles, robotics, or real-time decision-
making systems) must continuously update its model of (or beliefs
about) the environment to adapt to perceived changes in the environ-
ment.

17For a historical account of the impact and role of AGM belief revision in AI see [4]
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� Reasoning about Action. An important issue in AI is how to model the
reasoning of an agent about the outcomes of the actions that the agent
itself performs. This reasoning involves determining the new state of
the world after performing an action and the corresponding change in
the agent's beliefs.

� Planning, in particular how to deal with plan failure. Failure typically
occurs when the agent receives information that points to a mismatch
between the expected and the perceived state of the world (for example,
when the agent detects that an action which was intended to establish
a precondition of a subsequent action in the same plan fails to do
so). Plan failure requires that the initial beliefs and the plan itself be
revised.

� Machine Learning. In machine learning, especially in online learn-
ing scenarios or reinforcement learning, belief change mechanisms are
needed to adjust models based on new data or experiences.

� Natural Language Processing. In natural language understanding tasks,
belief revision helps in resolving ambiguities or contradictions that arise
from interpreting human language, thereby improving the accuracy
of AI systems in understanding and responding to natural language
queries.

It is clear that in all of these areas what is needed is a theory of belief change
in response to new information. If Levi is right in claiming that AGM belief
revision ought to be viewed as a theory of suppositional beliefs, rather than
of belief change prompted by new information, then it seems that there is a
need � at least in the context of AI � for a more suitable theory. Our analysis
suggests that both belief revision and update can in fact be given a merely
suppositional interpretation. The common distinction between update and
revision in terms of a dynamic versus a static world is just an interpretation
of the axioms: as lamented by several authors, there is nothing in the AGM
or KM frameworks that directly captures the nature (dynamic or static) of
the environment and the nature of the informational input. For example, [17,
p. 2518] remarks that "nothing in the AGM theory of belief revision implies
that we should restrict its application to static worlds" and [8, p.118] remark
that "what is essential in belief revision is not that the world is static, but
that the language used to describe the world is static". Perhaps, as suggested
in [17], a suitable theory of belief change ought to be based on a language
containing time-stamped atomic formulas of the form pt, interpreted as `p
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is true at time t', so that one can directly capture changes in the world
over time (e.g. pt ∧ ¬pt+1) as well as be explicit about whether information
pertains to the past or the present. A �rst step in this direction (for belief
revision only) is taken in [8].

8 Related literature

The characterization results of Propositions 7 and 11 provide an interpreta-
tion of ψ ∈ K ⋄ ϕ in the KM framework (believing ψ after updating by ϕ)
and ψ ∈ K ∗ ϕ in the AGM framework (believing ψ after revising by ϕ) in
terms of believing the conditional "if ϕ is, or were, the case, then ψ is, or
would be, the case".

That the notion of belief update is closely related to conditionals has
been pointed out before in the literature. Grahne ([13] considers a modal
logic containing two bi-modal operators: the conditional operator > and the
update operator ⋄ (Grahne uses the symbol ◦ but for consistency with our
previous notation we have changed it to ⋄). The proposed axioms involve
only the conditional operator >, while the update operator enters via two
rules of inference, which Grahne calls "Ramsey's Rules" (RR):

χ→ (ϕ > ψ)

(χ ⋄ ϕ) → ψ
and

(χ ⋄ ϕ) → ψ

χ→ (ϕ > ψ)
. (RR)

Grahne ([13, p. 97] o�ers the following explanation for (RR).

The intuitive interpretation of (RR) is as follows. Let original
belief state be χ and let ϕ > ψ stand for `If ϕ, then ψ.' If
ϕ > ψ is accepted in state χ it means that χ → (ϕ > ψ) is a
theorem. Now `the minimal change' of χ `needed to accept' ϕ,
which is represented by χ ⋄ ϕ `also requires accepting' ψ, since
(χ ⋄ ϕ) → ψ is a theorem, according to (RR).

He also notes that, without (RR), his logic coincides with Lewis' logic VCU
for counterfactuals ([21]). Grahne proves that his proposed logic is sound and
complete with respect to the standard semantics based on possible worlds
([14, 21]) and concludes that Gärdenfors' Triviality Theorem (see below)
applies only to revision operators, not to update operators.

Ryan and Schobbens ([33]) point out a link between the theory of up-
dates, the theory of counterfactuals and classical modal logic: they show that
update is a classical existential modality, counterfactual is a classical univer-
sal modality and the accessibility relations corresponding to these modalities
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are inverses of each other. They argue that the Ramsey Rule (see (R) below)
is simply an axiomatisation of this inverse relationship.

In the belief revision literature, the attempt to relate belief revision to
conditionals led to Gärdenfors' Triviality Theorem ([9]). In his approach the
Boolean propositional language Φ0 is extended to a modal language, call it
Φ>, which includes conditionals of the form ϕ > ψ (if ϕ were the case then
ψ would be the case). In this extended language, belief sets are allowed to
contain conditionals and indeed it is postulated [9, p.84] that

(ϕ > ψ) ∈ K if and only if ψ ∈ K ∗ ϕ, (R)

which is intended to capture the "Ramsey test" (see Footnote 9). Gärdenfors
proved that if (R) is added to the AGM postulates for belief revision, only
trivialized revision operators (or revision operators de�ned on a trivialized
set of belief sets) are allowed.18 Note that Gärdenfors' triviality result does
not apply to our framework because � as in the original AGM theory � we
restricted the analysis to a propositional language containing only Boolean
formulas.

In a series of related papers, Giordano et al. ([10, 11, 12]) establish a
connection between AGM belief revision and conditionals. They consider a
modal language obtained by adding to a propositional logic the conditional
operator >, with the usual interpretation of ϕ > ψ as "if ϕ were the case,
then ψ would be the case". On the semantic side they consider a selection
function f that takes as input a possible world w and a formula ϕ and
returns as output a set f(w, ϕ) of possible worlds. They do not postulate a
belief relation, but instead they extract the initial beliefs from the selection
function as follows: letting ⊤ denote any tautology, they de�ne "ϕ is initially
believed" as f(w,⊤) ⊆ ∥ϕ∥. They correspondingly de�ne the relation R ⊆
W×W as follows: (w,w′) ∈ R if and only if w′ ∈ f(w,⊤) and impose axioms
in their logic that make R re�exive and euclidean, that is, a partition, thus
imposing the logic S5 on beliefs. They also impose the condition (which
they call BEL) that a conditional ϕ > ψ is true at world w if and only if
it is true at every w′ such that (w,w′) ∈ R. They then prove the following
representation result: (1) each AGM belief revision system corresponds to
a model of their logic and (2) every model of their logic that satis�es a
strong condition, which they call the "covering condition", determines an
AGM belief revision system. A model satis�es the covering condition if,
for every consistent formula ϕ, ∥ϕ∥ ̸= ∅. Translating their semantics into

18Gärdenfors' triviality result gave rise to a sizeable literature; see, for example, [19, 22,
23, 24].
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our framework would require us to de�ne B(s) = f(s, S) and to impose the
following restriction on the selection function: if s′ ∈ f(s, S) then, for every
E ⊆ S, f(s′, E) = f(s, E). This approach leaves to be desired: �rst of all,
it rules out incorrect beliefs and, secondly, it rules out the possibility that
for s′, s′′ ∈ B(s) the closest E-states to s′ might be di�erent from the closest
E-states to s′′. A distinguishing feature of our semantics is that it allows
for "small" models where it is possible for a consistent formula ϕ to be such
that ∥ϕ∥ = ∅. In order to prove their representation result, Giordano et
al. rule this out via their "covering condition". By contrast, we are able to
allow for the possibility that, in a model, ∥ϕ∥ = ∅ even if ϕ is consistent,
because we frame the analysis in terms of partial belief revision functions
and formulate the characterization problem in terms of the existence of an
AGM/KM extension of a given partial belief change function. It should also
be noted that the analysis of Giordano et al. is restricted to belief revision
and does not deal with belief update.

The semantics given in Section 3 � namely a Lewis selection function
with the addition of a Kripke belief relation � was also implicitly considered
in [18] who proposed a di�erent interpretation of ψ ∈ K ∗ ϕ:

Let w be a possible world in which the agent's actual belief set
is K. Now consider the set W ′ of worlds w′ in which our agent
believes ϕ [...] we can thus reformulate the semantics of the
revision operator as follows: "ψ ∈ K∗ϕ" is true in w if and
only if all those worlds w′′ among the members of W ′ that are
maximally similar to w in Lewis' sense are worlds in which the
agent believes ψ. [...] a rational agent has a conditional belief in
ψ given ϕ if and only if: if she believed ϕ, then she would believe
ψ. [18, p. 121]

Thus Leitgeb suggests a very di�erent interpretation from ours. He argues
that "there are two di�erent types of beliefs of "conditional character": beliefs
in conditionals and conditional beliefs." [18, p. 115]. We focused on the
former while Leitgeb opted for the latter. Leitgeb o�ers several arguments
in favor of his suggested interpretation, but does not establish an exact
correspondence between AGM belief revision functions and the semantics he
has in mind. Our objective is not to argue that our proposed interpretation
is "the correct" one, but simply to show that it works, in the sense that
it provides a semantic characterization, not only of KM belief update, but
also of AGM belief revision that is di�erent from the standard one based
on plausibility pre-orders. Proposition 11 shows that, in the AGM theory,
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ψ ∈ K ∗ϕ can be consistently interpreted as belief in the conditional "if ϕ is
(were) the case, then ψ is (would be) the case".

A semantics consisting of a Stalnaker selection function19 augmented
with a belief relation was considered recently by Günther and Sisti in [15]
who dubbed it "Stalnaker's Ramsey Test". However, the focus of [15] is very
di�erent from ours: the authors do no establish a link to the AGM theory
of belief revision and do not view the proposed semantics as an alternative
characterization of AGM belief revision. The main purpose of [15] is to
argue that the "Stalnaker Ramsey Test" provides an alternative way of cap-
turing Ramsey's inferential account, which was framed in terms of variable
hypotheticals.20

The interpretation of both ψ ∈ K ⋄ ϕ (update) and ψ ∈ K ∗ ϕ (revi-
sion) suggested in this paper as belief in the conditional "if ϕ is (were) the
case, then ψ is (would be) the case" does not make a distinction between
indicative and subjunctive conditionals. The view that a closest-world se-
mantics is appropriate for both indicative and subjunctive conditionals has
been defended by several authors ([6, 25, 37, 26, 35]). In our framework, the
indicative form (if ϕ is the case then ψ is the case) seems more appropriate
when the initial belief set does not contain ¬ϕ (that is, if the agent initially
considers it possible that ϕ) while the subjunctive form (if ϕ were the case
then ψ would be the case) seems more appropriate when the agent initially
believes ¬ϕ.

9 Conclusion

We provided a characterization of KM belief update and AGM belief revision
in terms of a semantics that consists of a selection function together with
a belief relation. We have shown that KM/AGM belief update/revision
functions corresponds to the functions that can be obtained from the class
of models that we considered, by identifying the initial belief set K with
the set of formulas that the agent believes at a state s (K = {ϕ ∈ Φ0 :
B(s) ⊆ ∥ϕ∥}) and by identifying the updated belief set (K ⋄ ϕ), or the

19The di�erence between a Stalnaker selection function and a Lewis selection function is
that the former requires f(s, E) to be a singleton, that is, that there be a unique E-state
closest to s.

20A variable hypothetical is a subjective rule that Ramsey expresses as "If I meet a
ϕ I shall regard it as a ψ" [31, p. 241]. [15, p.29] argue that the belief in the variable
hypothetical ∀x (ϕ(x) → ψ(x)) can be faithfully translated into Stalnaker semantics as
follows: for all worlds the agent cannot exclude to be the actual, the most similar ϕ-world
is a ψ-world.
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revised belief set (K ∗ ϕ), in response to input ϕ, with the set of formulas
that are the consequent of conditionals that are believed at state s and
have ϕ as antecedent. Thus our analysis shows that both belief update and
belief revision can be characterized in terms of belief in the conditional "if
ϕ is (or were) the case then ψ is (or would be) the case". The di�erence
between (strong) update and revision boils down to two stronger properties
(properties of doxastic priority DP1 and DP2) that are required for belief
revision but not for belief update. Since every revision frame is also an
update frame, our analysis con�rms Peppas et al.'s assessment that, for a
�xed initial belief set K, "revising K is much the same as updating K" ([30,
p. 95].

A natural next step is to go beyond the propositional language considered
in this paper and study a modal language that includes a unimodal belief
operator B, corresponding to the belief relation B, and a bimodal conditional
operator > corresponding to the selection function f . The investigation of
the corresponding modal logic and its potential use in modeling belief change
is beyond the scope of this paper and is pursued in a companion paper (work
in progress).

A Proof of Propositions 7 and 11

Proof of Proposition 7. In what follows we write ⊢ ϕ to denote that ϕ is a
tautology.
(A) We need to show that the partial belief change function obtained at a state
of an arbitrary model based on an update frame, can be extended to a full-domain
belief update function. The purpose here is not to de�ne the most natural extension,

but to show that at least one such an extension exists. Thus we will do so in the
simplest possible way.
Fix an arbitrary frame F ∈ F⋄, an arbitrary model based on F , an arbitrary state
s and let Ks = {ϕ ∈ Φ0 : B(s) ⊆ ∥ϕ∥}. Let ◦ be the belief change function
based on Ks de�ned by (RI), that is, ψ ∈ Ks ◦ ϕ if and only if, ∥ϕ∥ ̸= ∅ and,
∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ ∥ψ∥. Consider the following full-domain extension ⋄ of ◦:

Ks ⋄ ϕ =

{
Ks ◦ ϕ if ∥ϕ∥ ≠ ∅
Cn(ϕ) if ∥ϕ∥ = ∅. (24)

We want to show that the function de�ned in (24) is a belief update function
(De�nition 2), that is, that it satis�es axioms (K ⋄ 0)-(K ⋄ 7).
• (K ⋄ 0). We need to show that Ks ⋄ ϕ = Cn (Ks ⋄ ϕ). If ∥ϕ∥ ̸= ∅ then this
follows from (B) of Lemma 2. If ∥ϕ∥ = ∅ then it follows from the fact that
Cn(ϕ) = Cn (Cn(ϕ)) .

• (K ⋄ 1). We need to show that ϕ ∈ Ks ⋄ ϕ. If ∥ϕ∥ ≠ ∅ then this follows from (2)
of Proposition 1. If ∥ϕ∥ = ∅ then it follows from the fact that ϕ ∈ Cn(ϕ).
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• (K ⋄ 2). We need to show that if ϕ ∈ Ks then Ks ⋄ϕ = Ks. Assume that ϕ ∈ Ks;
then B(s) ⊆ ∥ϕ∥ and thus, since by de�nition of frame (De�nition 5), B(s) ̸= ∅,
∥ϕ∥ ̸= ∅. Hence, by (24), Ks ⋄ ϕ = Ks ◦ ϕ and the desired property follows from
Proposition 2.

• (K ⋄ 3). We need to show that Ks ⋄ ϕ = Φ0 if and only if ϕ is a contradiction.
If ϕ is a contradiction then Cn(ϕ) = Φ0; furthermore, ∥ϕ∥ = ∅ and thus, by (24),
Ks ⋄ ϕ = Cn(ϕ). If ϕ is consistent and ∥ϕ∥ ̸= ∅, then, by (B) of Lemma 2, Ks ◦ ϕ
is consistent and thus Ks ◦ ϕ ̸= Φ0 and, by (24), Ks ⋄ ϕ = Ks ◦ ϕ. Finally, if ϕ is
consistent and ∥ϕ∥ = ∅, then, by (24), Ks ⋄ ϕ = Cn(ϕ) and, since ϕ is consistent,
Cn(ϕ) ̸= Φ0.

• (K ⋄ 4). We need to show that if ⊢ (ϕ↔ ψ) then Ks ⋄ ϕ = Ks ⋄ ψ. Assume that
⊢ (ϕ ↔ ψ). If ∥ϕ∥ ≠ ∅ then this follows from (3) of Proposition 1. If ∥ϕ∥ = ∅,
then (since ⊢ (ϕ↔ ψ) implies that ∥ϕ∥ = ∥ψ∥) ∥ψ∥ = ∅ and thus Ks ⋄ ϕ = Cn(ϕ)
and Ks ⋄ ψ = Cn(ψ) and, since ⊢ (ϕ↔ ψ), Cn(ϕ) = Cn(ψ).

• (K⋄5). We need to show that Ks⋄(ϕ∧ψ) ⊆ (Ks⋄ϕ)+ψ. If ∥ϕ∥ = ∅ then ∥ϕ∧ψ∥ =
∅ and, by (24), Ks ⋄ ϕ = Cn(ϕ) � so that (Ks ⋄ ϕ) + ψ = Cn (Cn(ϕ) ∪ {ψ}) � and
Ks⋄(ϕ∧ψ) = Cn(ϕ∧ψ). Fix an arbitrary χ ∈ Cn(ϕ∧ψ). Then ⊢ (ϕ∧ψ) → χ which
implies that ⊢ ϕ → (ψ → χ), from which it follows that ϕ → (ψ → χ) ∈ Cn(ϕ)
and thus (ψ → χ) ∈ Cn(ϕ) which, in turn, is equivalent to χ ∈ Cn (Cn(ϕ) ∪ {ψ}).
Hence Cn(ϕ ∧ ψ) ⊆ Cn (Cn(ϕ) ∪ {ψ}). If ∥ϕ ∧ ψ∥ ≠ ∅ then ∥ϕ∥ ≠ ∅ so that, by
(24), Ks⋄ϕ = Ks◦ϕ and Ks⋄(ϕ∧ψ) = Ks◦(ϕ∧ψ) and the desired property follows
from Proposition 3. Finally, if ∥ϕ∥ ≠ ∅ and ∥ϕ∧ψ∥ = ∅ then Ks ⋄ϕ = Ks ◦ϕ and
Ks ⋄ (ϕ ∧ ψ) = Cn(ϕ ∧ ψ). Fix an arbitrary χ ∈ Cn(ϕ ∧ ψ). Then ⊢ (ϕ ∧ ψ) → χ,
from which it follows that ⊢ ϕ→ (ψ → χ), so that since, by (B) of Lemma 2, Ks ◦ϕ
is deductively closed, (ϕ→ (ψ → χ)) ∈ Ks ◦ ϕ. From this and the fact that, by (2)
of Proposition 1, ϕ ∈ Ks ◦ ϕ, it follows that (ψ → χ) ∈ Ks ◦ ϕ which is equivalent
to χ ∈ Cn((Ks ◦ ϕ) ∪ {ψ}). □

• (K ⋄6). We need to show that if ψ ∈ Ks ⋄ϕ and ϕ ∈ Ks ⋄ψ then Ks ⋄ϕ = Ks ⋄ψ.
Assume that ψ ∈ Ks ⋄ ϕ and ϕ ∈ Ks ⋄ ψ. If ∥ϕ∥ ̸= ∅, then Ks ⋄ ϕ = Ks ◦ ϕ;
furthermore, since - by hypothesis - ψ ∈ Ks ◦ϕ, ∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ ∥ψ∥) which
implies that ∥ψ∥ ≠ ∅ because, by de�nition of frame (De�nition 5), f(s′, ∥ϕ∥) ̸= ∅.
A similar argument shows that if ∥ψ∥ ≠ ∅ then ∥ϕ∥ ≠ ∅. Thus there are only two
cases to consider: (1) ∥ϕ∥ = ∥ψ∥ = ∅ and (2) ∥ϕ∥ ≠ ∅ and ∥ψ∥ ≠ ∅. Consider �rst
the case where ∥ϕ∥ = ∥ψ∥ = ∅. Then, by (24), Ks⋄ϕ = Cn(ϕ) andKs⋄ψ = Cn(ψ).
Then, since ψ ∈ Cn(ϕ), ⊢ (ϕ → ψ) and, since ϕ ∈ Cn(ψ), ⊢ (ψ → ϕ). Thus
⊢ (ϕ ↔ ψ) and therefore Cn(ϕ) = Cn(ψ). Next consider the case where ∥ϕ∥ ̸= ∅
and ∥ψ∥ ̸= ∅. In this case Ks ⋄ ϕ = Ks ◦ ϕ and Ks ⋄ ψ = Ks ◦ ψ and the desired
property follows from Proposition 4.

• (K ⋄ 7). We need to show that if Ks is complete then (Ks ⋄ ϕ) ∩ (Ks ⋄ ψ) ⊆
Ks⋄(ϕ∧ψ). If (Ks⋄ϕ)∩(Ks⋄ψ) = ∅ there is nothing to prove. Suppose, therefore,
that (Ks ⋄ ϕ) ∩ (Ks ⋄ ψ) ̸= ∅ and let χ ∈ (Ks ⋄ ϕ) ∩ (Ks ⋄ ψ). If ∥ϕ∥ ≠ ∅ and
∥ψ∥ ≠ ∅, then Ks ⋄ϕ = Ks ◦ϕ and Ks ⋄ψ = Ks ◦ψ and the desired property follows
from Proposition 5. If ∥ϕ∥ = ∥ψ∥ = ∅ then ∥ϕ∧ψ∥ = ∅ and thus Ks ⋄ϕ = Cn(ϕ),
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Ks⋄ψ = Cn(ψ) and Ks⋄(ϕ∧ψ) = Cn(ϕ∧ψ). Since χ ∈ (Ks⋄ϕ)∩(Ks⋄ψ) it follows
that ⊢ (ϕ→ χ) and ⊢ (ψ → χ) so that ⊢ ((ϕ∧ψ) → χ) and thus χ ∈ Cn(ϕ∧ψ). If
∥ϕ∥ ≠ ∅ and ∥ψ∥ = ∅ then ∥ϕ∧ψ∥ = ∅ and thus Ks ⋄ϕ = Ks ◦ϕ, Ks ⋄ψ = Cn(ψ)
and Ks ⋄ (ϕ ∧ ψ) = Cn(ϕ ∧ ψ). Since χ ∈ (Ks ⋄ ψ) = Cn(ψ), ⊢ (ψ → χ) so that
⊢ ((ϕ ∧ ψ) → χ) and thus χ ∈ Cn(ϕ ∧ ψ). The case where ∥ϕ∥ = ∅ and ∥ψ∥ ≠ ∅
is similar: ⊢ (ϕ→ χ) and thus ⊢ ((ϕ ∧ ψ) → χ) and χ ∈ Cn(ϕ ∧ ψ).

(B) Next we prove that, for every belief update function ⋄, there is a model based
on an update frame such that the belief change function ◦ obtained at a state in
that model coincides with ⋄ on the domain of ◦ and, furthermore, the domain of ◦
is the set of consistent formulas. Once again, the purpose here is not to de�ne the

most natural model but to show that such a model exists. Thus we will construct
the simplest model.
Let K ⊂ Φ0 be consistent and deductively closed and let ⋄ : Φ0 → 2Φ0 be a belief
update function based on K (De�nition 2). De�ne the following model ⟨S,B, f, V ⟩:

1. S is the set of maximally consistent sets (MCS) of formulas in Φ0.

2. The valuation V : At → S is de�ned by V (p) = {s ∈ S : p ∈ s}, so
that, for every ϕ ∈ Φ0, the truth set of ϕ, which - in this context - we
denote by JϕK instead of ∥ϕ∥, is JϕK = {s ∈ S : ϕ ∈ s}. If Ψ ⊆ Φ0, de�ne
JΨK = {s ∈ S : ∀ϕ ∈ Ψ, ϕ ∈ s}. Note that JΨK ̸= ∅ if and only if Ψ is
consistent.

3. For every s ∈ S, de�ne B(s) = JKK.

4. In order to de�ne the selection function f , note �rst that JϕK ̸= ∅ if and only
if ϕ is consistent. Thus we only need to de�ne f(s, ∥ϕ∥) for ϕ consistent.
Let Φcn ⊆ Φ0 be the set of consistent formulas and let E = {E ⊆ S : E =
JϕK for some ϕ ∈ Φcn}. De�ne f : JKK× E → 2S as follows:

f(s, JϕK) = JK ⋄ ϕK. (25)

First we show that the frame so de�ned is an update frame (De�nition 9).

• f(s, JϕK) ̸= ∅. This follows from axiom (K ⋄ 3) since we are restricting attentions
to ϕ ∈ Φcn.

• f(s, JϕK) ⊆ JϕK. This follows from axiom (K ⋄1) (since ϕ ∈ K ⋄ϕ, the set of MCS
that satisfy all the formulas in K ⋄ ϕ is a subset of the of MCS that satisfy ϕ).

To prove Weak Centering we �rst prove the following lemma.

Lemma 3. ∀ϕ ∈ Φcn, JKK ∩ JϕK = JCn(K ∪ {ϕ})K.

Proof. By hypothesis, K is deductively closed. Thus, ∀χ ∈ Φ0,

χ ∈ Cn(K ∪ {ϕ}) if and only if (ϕ→ χ) ∈ K. (26)

First we show that
JKK ∩ JϕK ⊆ JCn(K ∪ {ϕ})K.
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Fix an arbitrary s ∈ JKK ∩ JϕK; we need to show that s ∈ JCn(K ∪ {ϕ})K, that
is, that, ∀χ ∈ Cn(K ∪ {ϕ}), χ ∈ s. Since s ∈ JϕK, ϕ ∈ s. Fix an arbitrary
χ ∈ Cn(K ∪ {ϕ}); then, by (26), (ϕ → χ) ∈ K; thus, since s ∈ JKK, (ϕ → χ) ∈ s.
Hence, since both ϕ and ϕ→ χ belong to s and s is deductively closed (every MCS
is deductively closed), χ ∈ s.
Next we show that

JCn(K ∪ {ϕ})K ⊆ JKK ∩ JϕK.

Let s ∈ JCn(K ∪ {ϕ})K. Then, since ϕ ∈ Cn(K ∪ {ϕ}), ϕ ∈ s, that is, s ∈ JϕK.
It remains to show that s ∈ JKK, that is, that, for every χ ∈ K, χ ∈ s. Fix an
arbitrary χ ∈ K; then, since, by hypothesis, K is deductively closed, (ϕ→ χ) ∈ K.
Thus, by (26), χ ∈ Cn(K ∪ {ϕ}) and thus, since s ∈ JCn(K ∪ {ϕ})K, χ ∈ s.

• if s ∈ JϕK then s ∈ f(s, JϕK). Let s ∈ JKK and ϕ ∈ Φcn. Assume that s ∈ ∥ϕ∥;
then s ∈ JKK ∩ JϕK so that, by Lemma 3, s ∈ ∥Cn(K ∪ {ϕ})∥. By Lemma 1,
K ⋄ ϕ ⊆ Cn(K ∪ {ϕ}) from which it follows that JCn(K ∪ {ϕ}K ⊆ JK ⋄ ϕK. Hence
s ∈ JK ⋄ ϕK and, by (25), JK ⋄ ϕK = f(s, JϕK).

• if B(s) ⊆ JϕK then, ∀s′ ∈ B(s), f(s′, JϕK) ⊆ B(s). Fix an arbitrary ϕ ∈ Φcn and
an arbitrary MCS s and recall that, by construction, B(s) = JKK and, ∀s′ ∈ B(s),
f(s′, JϕK) = JK ⋄ ϕK. Thus we need to show that if JKK ⊆ JϕK then JK ⋄ ϕK ⊆ JKK.
Assume that JKK ⊆ JϕK, which is equivalent to ϕ ∈ K. Then, by (K ⋄2), K ⋄ϕ = K
and thus JK ⋄ ϕK = JKK.

In order to prove the next property we need the following lemma, which is similar
to Lemma 3.

Lemma 4. ∀ϕ, ψ ∈ Φcn, JK ⋄ ϕK ∩ JψK = JCn((K ⋄ ϕ) ∪ {ψ})K.

Proof. By (K ⋄ 0), K ⋄ ϕ is deductively closed. Thus, ∀χ ∈ Φ0,

χ ∈ Cn((K ⋄ ϕ) ∪ {ψ}) if and only if (ψ → χ) ∈ K ⋄ ϕ. (27)

First we show that

JK ⋄ ϕK ∩ JψK ⊆ JCn((K ⋄ ϕ) ∪ {ψ})K.

Fix an arbitrary s ∈ JK ⋄ ϕK ∩ JϕK; we need to show that s ∈ JCn((K ⋄ ϕ) ∪ {ψ})K,
that is, that, ∀χ ∈ Cn((K ⋄ϕ)∪{ψ}), χ ∈ s. Since s ∈ JψK, ψ ∈ s. Fix an arbitrary
χ ∈ Cn((K ⋄ ϕ) ∪ {ψ}); then, by (29), (ψ → χ) ∈ K ⋄ ϕ; thus, since s ∈ JK ⋄ ϕK,
(ψ → χ) ∈ s. Hence, since both ψ and ψ → χ belong to s and s is deductively
closed, χ ∈ s.
Next we show that

JCn((K ⋄ ϕ) ∪ {ψ})K ⊆ JK ⋄ ϕK ∩ JψK.

Let s ∈ JCn((K ⋄ ϕ) ∪ {ψ})K. Then, since ψ ∈ Cn((K ⋄ ϕ) ∪ {ψ}), ψ ∈ s, that is,
s ∈ JψK. It remains to show that s ∈ JK ⋄ ϕK, that is, that, for every χ ∈ K ⋄ ϕ,
χ ∈ s. Fix an arbitrary χ ∈ K ⋄ϕ; then, since, by axiom (K ⋄0), K ⋄ϕ is deductively
closed, (ψ → χ) ∈ K ⋄ ϕ. Thus, by (29), χ ∈ Cn((K ⋄ ϕ) ∪ {ψ}) and thus, since
s ∈ JCn((K ⋄ ϕ) ∪ {ψ})K, χ ∈ s.
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• If, ∀s′ ∈ B(s), f(s′, JϕK∩JψK) ⊆ JχK, then, ∀s′ ∈ B(s), f(s′, JϕK) ∩ JψK ⊆ JχK. Fix
arbitrary ϕ, ψ, χ ∈ Φcn and an arbitrary MCS s and recall that, by construction,
B(s) = JKK, f(s′, JϕK) = JK ⋄ ϕK and (since JϕK ∩ JψK = Jϕ ∧ ψK) f(s′, JϕK ∩ JψK) =
JK ⋄ (ϕ ∧ ψ)K. Thus it is su�cient to show that JK ⋄ ϕK ∩ JψK ⊆ JK ⋄ (ϕ ∧ ψ)K. By
axiom (K ⋄ 5), K ⋄ (ϕ ∧ ψ) ⊆ Cn((K ⋄ ϕ) ∪ {ψ}) from which it follows that

JCn((K ⋄ ϕ) ∪ {ψ})K ⊆ JK ⋄ (ϕ ∧ ψ)K. (28)

By Lemma 4, JK ⋄ ϕK ∩ JψK = JCn((K ⋄ ϕ) ∪ {ψ})K. It follows from this and (28)
that JK ⋄ ϕK ∩ JψK ⊆ JK ⋄ (ϕ ∧ ψ)K.
• If, ∀s′ ∈ B(s), f(s′, JϕK) ⊆ JψK and f(s′, JψK) ⊆ JϕK, then

⋃
s′∈B(s)

f(s′, JϕK) =⋃
s′∈B(s)

f(s′, JψK). By (25) this reduces to:

if JK ⋄ ϕK ⊆ JψK and JK ⋄ ψK ⊆ JϕK then JK ⋄ ϕK = JK ⋄ ψK. (29)

By (K ⋄ 6), if ψ ∈ K ⋄ ϕ and ϕ ∈ K ⋄ ψ then K ⋄ ϕ = K ⋄ ψ. Since ψ ∈ K ⋄ ϕ if
and only if JK ⋄ ϕK ⊆ JψK, and ϕ ∈ K ⋄ ψ if and only if JK ⋄ ψK ⊆ JϕK, (29) follows
directly from (K ⋄ 6).
• If B(s) = {s′} then f(s′, JϕK∪ JψK) ⊆ f(s′, JϕK)∪f(s′, JψK). First of all, note that
JϕK∪ JψK = Jϕ∨ψK. By (K ⋄ 7), since JKK is a singleton (and thus K is complete),
(K ⋄ϕ)∩(K ⋄ψ) ⊆ K ⋄(ϕ∨ψ), which implies that JK ⋄(ϕ∨ψ)K ⊆ JK ⋄ϕK∩JK ⋄ψK ⊆
JK ⋄ ϕK ∪ JK ⋄ ψK. Finally, by (25), f(s′, JϕK) = JK ⋄ ϕK, f(s′, JψK) = JK ⋄ ψK and
f(s′, Jϕ ∨ ψK) = JK ⋄ (ϕ ∨ ψ)K.

So far we have shown that the model that we have constructed is based on an
update frame (De�nition 9). It remains to show that the belief update function
⋄ that we started with coincides with the partial belief change function ◦ de�ned
by (RI) relative to some MCS s. Since, in the model that we constructed, for any
two MCS's s and s′, B(s) = B(s′), we can take an arbitrary MCS, call it ŝ. Let
Kŝ = {ϕ ∈ Φ0 : B(ŝ) ⊂ JϕK}. By construction, B(ŝ) = JKK and thus Kŝ = K.
Let ◦ be the belief change function based on Kŝ = K de�ned by (RI). We need
to show that (since the domain of ◦ is Φcn), ∀ϕ ∈ Φcn,K ⋄ ϕ = K ◦ ϕ. First
we show that K ⋄ ϕ ⊆ K ◦ ϕ. Let ψ ∈ K ⋄ ϕ; then ψ ∈ s for all s ∈ JK ⋄ ϕK,
that is, JK ⋄ ϕK ⊆ JψK. By (25), ∀s ∈ B(ŝ), f(s, JϕK) = JK ⋄ ϕK. Thus, ∀s ∈ B(ŝ),
f(s, JϕK) ⊆ JψK, that is, ψ ∈ K ◦ϕ. Next we show that K ◦ϕ ⊆ K ⋄ϕ. Let ψ ∈ K ◦ϕ,
that is, ∀s ∈ B(ŝ), f(s, JϕK) ⊆ JψK. By (25), ∀s ∈ B(ŝ), f(s, JϕK) = JK ⋄ ϕK. Thus
JK ⋄ ϕK ⊆ JψK, that is, ∀s ∈ JK ⋄ ϕK, ψ ∈ s. Hence ψ ∈ K ⋄ ϕ. □

Proof of Proposition 11. Recall that ⊢ ϕ means that ϕ is a tautology.
(A) We need to show that the partial belief change function obtained at a state
of an arbitrary model based on a revision frame, can be extended to a full-domain
AGM belief revision function. We note again that the purpose here is not to de�ne
the most natural extension, but to show that such an extension is in fact possible.
Fix an arbitrary frame F ∈ F∗, an arbitrary model based on F , an arbitrary state
s and let Ks = {ϕ ∈ Φ0 : B(s) ⊆ ∥ϕ∥}. Let ◦ be the belief change function based on
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Ks de�ned by (RI), that is, ψ ∈ Ks ◦ ϕ if and only if, ∀s′ ∈ B(s), f(s′, ∥ϕ∥) ⊆ ∥ψ∥.
Consider the following full-domain extension ∗ of ◦:

Ks ∗ ϕ =

{
Ks ◦ ϕ if ∥ϕ∥ ≠ ∅
Cn(ϕ) if ∥ϕ∥ = ∅. (30)

We want to show that the function de�ned in (30) satis�es axioms (K ∗ 1)-(K ∗ 8).
• (K ∗ 1). We need to show that Ks ∗ ϕ = Cn (Ks ∗ ϕ). If ∥ϕ∥ ̸= ∅ then this
follows from (B) of Lemma 2. If ∥ϕ∥ = ∅ then it follows from the fact that
Cn(ϕ) = Cn (Cn(ϕ)) .

• (K ∗ 2). We need to show that ϕ ∈ Ks ∗ ϕ. If ∥ϕ∥ ≠ ∅ then this follows from (2)
of Proposition 1. If ∥ϕ∥ = ∅ then it follows from the fact that ϕ ∈ Cn(ϕ).

• (K ∗ 3). We need to show that Ks ∗ ϕ ⊆ Cn(Ks ∪ {ϕ}). If ∥ϕ∥ ̸= ∅ then this
follows from (1) of Proposition 1. If ∥ϕ∥ = ∅ then ∥¬ϕ∥ = S and thus B(s) ⊆ ∥¬ϕ∥,
that is, ¬ϕ ∈ Ks which implies that Cn(Ks ∪ {ϕ}) = Φ0.

• (K ∗ 4). We need to show that if ¬ϕ /∈ Ks then Ks ⊆ Ks ∗ ϕ. Since ¬ϕ /∈ Ks,
B(s) ∩ ∥ϕ∥ ≠ ∅ so that ∥ϕ∥ ≠ ∅ and thus, by Proposition 9, Ks ⊆ Ks ∗ ϕ.
• (K ∗ 5). We need to show that Ks ∗ ϕ = Φ0 if and only if ⊢ ¬ϕ. If ⊢ ¬ϕ then
Cn(ϕ) = Φ0; furthermore, ∥ϕ∥ = ∅ and thus, by (30), Ks ∗ ϕ = Cn(ϕ). If ϕ is
consistent and ∥ϕ∥ ≠ ∅, then, by (B) of Lemma 2, Ks ◦ ϕ is consistent and thus
Ks ◦ ϕ ̸= Φ0 and, by (30), K ∗ ϕ = K ◦ ϕ. Finally, if ϕ is consistent and ∥ϕ∥ = ∅,
then, by (30), Ks ∗ ϕ = Cn(ϕ) and, since ϕ is consistent, Cn(ϕ) ̸= Φ0.

• (K ∗ 6). We need to show that if ⊢ (ϕ↔ ψ) then Ks ∗ ϕ = Ks ∗ ψ. Assume that
⊢ (ϕ ↔ ψ). If ∥ϕ∥ ≠ ∅ then this follows from (3) of Proposition 1. If ∥ϕ∥ = ∅,
then (since ⊢ (ϕ↔ ψ) implies that ∥ϕ∥ = ∥ψ∥) ∥ψ∥ = ∅ and thus Ks ∗ ϕ = Cn(ϕ)
and Ks ∗ ψ = Cn(ψ) and, since ⊢ (ϕ↔ ψ), Cn(ϕ) = Cn(ψ).

• (K∗7). We need to show that Ks∗(ϕ∧ψ) ⊆ (Ks∗ϕ)+ψ. If ∥ϕ∥ = ∅ then ∥ϕ∧ψ∥ =
∅ and, by (30), Ks ∗ ϕ = Cn(ϕ) � so that (Ks ∗ ϕ) + ψ = Cn (Cn(ϕ) ∪ {ψ}) � and
Ks∗(ϕ∧ψ) = Cn(ϕ∧ψ). Fix an arbitrary χ ∈ Cn(ϕ∧ψ). Then ⊢ (ϕ∧ψ) → χ which
implies that ⊢ ϕ → (ψ → χ), from which it follows that ϕ → (ψ → χ) ∈ Cn(ϕ)
and thus (ψ → χ) ∈ Cn(ϕ) which, in turn, is equivalent to χ ∈ Cn (Cn(ϕ) ∪ {ψ}).
Hence Cn(ϕ ∧ ψ) ⊆ Cn (Cn(ϕ) ∪ {ψ}). If ∥ϕ ∧ ψ∥ ≠ ∅ then ∥ϕ∥ ≠ ∅ so that, by
(30), Ks∗ϕ = Ks◦ϕ and Ks∗(ϕ∧ψ) = Ks◦(ϕ∧ψ) and the desired property follows
from Proposition 3. Finally, if ∥ϕ∥ ≠ ∅ and ∥ϕ∧ψ∥ = ∅ then Ks ∗ϕ = Ks ◦ϕ and
Ks ∗ (ϕ ∧ ψ) = Cn(ϕ ∧ ψ). Fix an arbitrary χ ∈ Cn(ϕ ∧ ψ). Then ⊢ (ϕ ∧ ψ) → χ,
from which it follows that ⊢ ϕ→ (ψ → χ), so that since, by (B) of Lemma 2, Ks ◦ϕ
is deductively closed, (ϕ→ (ψ → χ)) ∈ Ks ◦ ϕ. From this and the fact that, by (2)
of Proposition 1, ϕ ∈ Ks ◦ ϕ, it follows that (ψ → χ) ∈ Ks ◦ ϕ which is equivalent
to χ ∈ Cn((Ks ◦ ϕ) ∪ {ψ}). □

• (K ∗ 8). We need to show that if ¬ψ /∈ Ks ∗ ϕ then (Ks ∗ ϕ) + ψ ⊆ Ks ∗ (ϕ ∧ ψ).
If ∥ϕ∥ = ∅ then, as shown in the proof of (K ∗ 7), K ∗ (ϕ ∧ ψ) = (K ∗ ϕ) + ψ. If
∥ϕ∥ ≠ ∅, then the result follows from Proposition 10.

(B) Next we prove that, for every AGM belief revision function ∗, there is a model
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based on a revision frame such that the belief change function ◦ obtained at a state
in that model coincides with ∗ on the domain of ◦ and, furthermore, the domain
of ◦ is the set of consistent formulas. Once again, the purpose here is not to de�ne
the most natural model but to show that such a model exists.
Let K ⊂ Φ0 be consistent and deductively closed and let ∗ : Φ0 → 2Φ0 be an AGM
belief revision function based on K (De�nition 4). De�ne the following model
⟨S,B, f, V ⟩:

1. S is the set of maximally consistent sets (MCS) of formulas in Φ0.

2. The valuation V : At → S is de�ned by V (p) = {s ∈ S : p ∈ s}, so
that, for every ϕ ∈ Φ0, the truth set of ϕ, which - in this context - we
denote by JϕK instead of ∥ϕ∥, is JϕK = {s ∈ S : ϕ ∈ s}. If Ψ ⊆ Φ0, de�ne
JΨK = {s ∈ S : ∀ϕ ∈ Ψ, ϕ ∈ s}.

3. For every s ∈ S and de�ne B(s) = JKK.

4. In order to de�ne the selection function f , note �rst that JϕK ̸= ∅ if and only
if ϕ is consistent. Thus we only need to de�ne f(s, ∥ϕ∥) for ϕ consistent.
Let Φcn ⊆ Φ0 be the set of consistent formulas and let E = {E ⊆ S : E =
JϕK for some ϕ ∈ Φcn}. De�ne f : JKK× E → 2S as follows:

f(s, JϕK) = JK ∗ ϕK. (31)

First we show that the frame so de�ned is a revision frame (De�nition 11).

• f(s, JϕK) ̸= ∅. This follows from axiom (K ∗ 5) since we are restricting attentions
to ϕ ∈ Φcn.

• f(s, JϕK) ⊆ JϕK. This follows from axiom (K ∗ 2) (since ϕ ∈ K ∗ ϕ, JK ∗ ϕK ⊆ JϕK
and, by (31), f(s, JϕK) = JK ∗ ϕK.
• If s ∈ JϕK then s ∈ f(s, JϕK). Let s ∈ JKK and ϕ ∈ Φcn. Assume that s ∈ ∥ϕ∥;
then s ∈ JKK ∩ JϕK so that, by Lemma 3, s ∈ ∥Cn(K ∪ {ϕ})∥. By Lemma 1,
K ∗ ϕ ⊆ Cn(K ∪ {ϕ}) from which it follows that JCn(K ∪ {ϕ}K ⊆ JK ∗ ϕK. Hence
s ∈ JK ∗ ϕK = f(s, JϕK).

• if B(s) ∩ JϕK ̸= ∅ then, ∀s′ ∈ B(s), f(s′, JϕK) ⊆ B(s) ∩ JϕK. Fix an arbitrary
ϕ ∈ Φcn and an arbitrary MCS s and recall that, by construction, B(s) = JKK and,
∀s′ ∈ B(s), f(s′, JϕK) = JK ∗ ϕK. Thus we need to show that if JKK ∩ JϕK ̸= ∅
then JK ∗ ϕK ⊆ JKK ∩ JϕK. Assume that JKK ∩ JϕK ̸= ∅, which is equivalent to
¬ϕ /∈ K. Then, by (K ∗ 4), K ⊆ K ∗ ϕ which implies that JK ∗ ϕK ⊆ JKK and
thus JK ∗ ϕK ∩ JϕK ⊆ JKK ∩ JϕK. Furthermore, by (K ∗ 2), JK ∗ ϕK ⊆ JϕK, so that
JK ∗ ϕK = JK ∗ ϕK ∩ JϕK.

• if, ∃ŝ ∈ B(s) such that f(ŝ, E) ∩ F ̸= ∅ then, ∀s′ ∈ B(s), f(s′, E ∩ F ) ⊆⋃
s′′∈B(s)

(f(s′′, E) ∩ F ). Fix arbitrary ϕ, ψ, χ ∈ Φcn and an arbitrary MCS s and

recall that, by construction, B(s) = JKK, ∀s′ ∈ B(s), f(s′, JϕK) = JK ∗ ϕK and
(since JϕK ∩ JψK = Jϕ ∧ ψK) f(s′, JϕK ∩ JψK) = JK ∗ (ϕ ∧ ψ)K. Thus we need to
show that if JK ∗ ϕK ∩ JψK ̸= ∅ then JK ∗ (ϕ ∧ ψ)K ⊆ JK ∗ ϕK ∩ JψK. Assume that
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JK ∗ ϕK ∩ JψK ̸= ∅. Then JK ∗ ϕK ⊈ J¬ψK, that is, ¬ψ /∈ K ∗ ϕ. Hence, by (K ∗ 8),
(K ∗ϕ)+ψ ⊆ K ∗ (ϕ∧ψ), from which it follows that JK ∗ (ϕ∧ψ)K ⊆ J(K ∗ϕ)+ψK.
Finally, by Lemma 4,21 J(K ∗ ϕ) + ψK = JK ∗ ϕK ∩ JψK.

So far we have shown that the model that we have constructed is based on a re-
vision frame (De�nition 11). It remains to show that the belief revision function
∗ that we started with coincides with the partial belief change function ◦ de�ned
by (RI) relative to some MCS s. Since, in the model that we constructed, for any
two MCS's s and s′, B(s) = B(s′), we can take an arbitrary MCS, call it ŝ. Let
Kŝ = {ϕ ∈ Φ0 : B(ŝ) ⊂ JϕK}. By construction, B(ŝ) = JKK and thus Kŝ = K. Let
◦ be the belief change function based on Kŝ = K de�ned by (RI). We need to show
that, ∀ϕ ∈ Φcn,K ∗ ϕ = K ◦ ϕ.
First we show that K ∗ ϕ ⊆ K ◦ ϕ. Let ψ ∈ K ∗ ϕ; then ψ ∈ s for all s ∈ JK ∗ ϕK,
that is, JK ∗ ϕK ⊆ JψK. By (31), ∀s ∈ B(ŝ), f(s, JϕK) = JK ∗ ϕK. Thus, ∀s ∈ B(ŝ),
f(s, JϕK) ⊆ JψK, that is, ψ ∈ K ◦ ϕ.
Next we show that K ◦ϕ ⊆ K ∗ϕ. Let ψ ∈ K ◦ϕ, that is, ∀s ∈ B(ŝ), f(s, JϕK) ⊆ JψK.
By (31), ∀s ∈ B(ŝ), f(s, JϕK) = JK ∗ ϕK. Thus JK ∗ ϕK ⊆ JψK, that is, ∀s ∈ JK ∗ ϕK,
ψ ∈ s. Hence ψ ∈ K ∗ ϕ. □

References

[1] C. Alchourrón, P. Gärdenfors, and D. Makinson. On the logic of theory change:
partial meet contraction and revision functions. The Journal of Symbolic Logic,
50:510�530, 1985.

[2] F. Berto, I. Canavotto, and A. Giordani. Voluntary imagination: a �ne-grained
analysis. The Review of Symbolic Logic, 15(2):362�387, 2022.

[3] G. Bonanno. Rational choice and AGM belief revision. Arti�cial Intelligence,
173:1194�1203, 2009.

[4] R. Carnota and R. Rodríguez. AGM theory and arti�cial intelligence. In E. J.
Olsson and S. Enqvist, editors, Belief Revision meets Philosophy of Science,
pages 1�42. Springer Netherlands, Dordrecht, 2011.

[5] C. Cross and R. Thomason. Conditionals and knowledge-base update. In
P. Gärdenfors, editor, Belief Revision, volume 29 of Cambridge Tracts in The-

oretical Computer Science, pages 247�275. Cambridge University Press, 1992.

[6] W. A. Davis. Indicative and subjunctive conditionals. Philosophical Review,
88(4):544�564, 1979.

[7] E. Fermé and S. O. Hansson. Belief change: introduction and overview.
Springer, 2018.

21Modify the statement of Lemma 4 by replacing ⋄ with ∗; then the same proof applies,
provided that one appeals to axiom (K ∗ 1) instead of axiom (K ⋄ 0).

43



[8] N. Friedman and J. Halpern. Modeling belief in dynamic systems. Part II:
Revision and update. Journal of AI Research, 10:117�167, 1999.

[9] P. Gärdenfors. Belief revisions and the Ramsey test for conditionals. Philo-

sophical Review, 95(1):81�93, 1986.

[10] L. Giordano, V. Gliozzi, and N. Olivetti. A conditional logic for belief revision.
In J. Dix, L. F. n. del Cerro, and U. Furbach, editors, Logics in Arti�cial

Intelligence, pages 294�308, Berlin, Heidelberg, 1998. Springer.

[11] L. Giordano, V. Gliozzi, and N. Olivetti. Belief revision and the Ramsey
test: A solution. In F. Esposito, editor, AI*IA 2001: Advances in Arti�cial

Intelligence, pages 165�175, Berlin, Heidelberg, 2001. Springer.

[12] L. Giordano, V. Gliozzi, and N. Olivetti. Weak AGM postulates and strong
Ramsey Test: A logical formalization. Arti�cial intelligence, 168:1�37, 2005.

[13] G. Grahne. Updates and counterfactuals. Journal of Logic and Computation,
8:87�117, 1998.

[14] A. Grove. Two modellings for theory change. Journal of Philosophical Logic,
17:157�170, 1988.

[15] M. Günther and C. Sisti. Ramsey's conditionals. Synthese, 200(2):165�196,
2022.

[16] H. Katsuno and A. O. Mendelzon. On the di�erence between updating a
knowledge base and revising it. In Proceedings of the Second International

Conference on Principles of Knowledge Representation and Reasoning , KR'91,
pages 387�394, San Francisco, 1991. Morgan Kaufmann Publishers Inc.

[17] J. Lang. Belief update revisited. In IJCAI'07: Proceedings of the 20th in-

ternational joint conference on Arti�cal intelligence, pages 2517�2522, San
Francisco, 2007. Morgan Kaufmann Publishers Inc.

[18] H. Leitgeb. Belief in conditionals vs. conditional beliefs. Topoi, 26:115�132,
2007.

[19] H. Leitgeb. On the Ramsey test without triviality. Notre Dame Journal of

Formal Logic, 51(1):21�54, 2010.

[20] I. Levi. For the sake of the argument. Cambridge University Press, 1996.

[21] D. Lewis. Counterfactuals. Harvard University Press, 1973.

[22] S. Lindström. The Ramsey test and the indexicality of conditionals: A pro-
posed resolution of Gärdenfors' paradox. In A. Fuhrmann and H. Rott, editors,
Logic, Action and Information. Essays on Logic in Philosophy and Arti�cial

Intelligence, pages 208�228. de Gruyter, 1996.

[23] S. Lindström and W. Rabinowicz. Conditionals and the Ramsey test. In
D. Dubois and H. Prade, editors, Belief Change, pages 147�188. Springer
Netherlands, Dordrecht, 1998.

44



[24] S. Linström and W. Rabinowicz. The Ramsey test revisited*. Theoria, 58(2-
3):131�182, 1992.

[25] W. G. Lycan. Real Conditionals. Oxford, England: Oxford University Press
UK, 2001.

[26] D. Nolan. Defending a possible-worlds account of indicative conditionals.
Philosophical Studies, 116(3):215�269, 2003.

[27] A. Özgün and T. Schoonen. The logical development of pretense imagination.
Erkenntnis, Feb 2022.

[28] P. Peppas. Belief change and reasoning about action: an axiomatic approach

to modelling dynamic worlds and the connection to the logic of theory change .
PhD thesis, University of Sydney, 1993.

[29] P. Peppas. Chapter 8: Belief Revision. In F. van Harmelen, V. Lifschitz,
and B. Porter, editors, Handbook of Knowledge Representation, volume 3 of
Foundations of Arti�cial Intelligence, pages 317�359. Elsevier, 2008.

[30] P. Peppas, A. Nayak, M. Pagnucco, N. Y. Foo, R. Kwok, and M. Prokopenko.
Revision vs. update: taking a closer look. In W. Wahlster, editor, ECAI '96:
12th European Conference on Arti�cial Intelligence, pages 95�99. John Wiley
& Sons, Ltd, 1996.

[31] F. P. Ramsey. General propositions and causality. In R. B. Braithwaite, editor,
The Foundations of Mathematics and other Logical Essays, pages 237�257.
Humanities Press, 1950.

[32] H. Rott. Coherence and conservatism in the dynamics of belief. Erkenntnis,
50:387�412, 1999.

[33] M. Ryan and P.-Y. Schobbens. Counterfactuals and update as inverse modal-
ities. Journal of Logic, Language and Information, 6:123�146, 1997.

[34] K. Segerberg. Irrevocable belief revision in Dynamic Doxastic Logic. Notre

Dame Journal of Formal Logic, 39(3):287�306, 1998.

[35] R. Stalnaker. Indicative conditionals. Philosophia, 5(3):269�286, 1975.

[36] R. Stalnaker. Iterated belief revision. Erkenntnis, 128:189�209, 2009.

[37] B. Weatherson. Indicative and subjunctive conditionals. Philosophical Quar-

terly, 51(203):200�216, 2001.

[38] J. Zhao, V. Crupi, K. Tentori, B. Fitelson, and D. Osherson. Updating: Learn-
ing versus supposing. Cognition, 124:373�378, 2012.

45


