Bayes' formula

Let £ and F be two events such that P(E) >0 and P(F)>0. Then

P(AIR)

P(ENF)
P(F)

P(E|F)=
and
_ P(Fng)  but -
perig)= P FNe=EnF | P(FIE)=
P(t)

From (2) we get that

W)« ] oo M
Substituting (3) into (1) we get Sude, l")' P(E)

P(EIF) =

Se P(FnE)= P(ENF)

(PIFle)P(E) = PENF))

P(ENF)
P(E)

- P(An®

P(s)

P(FIE) P(E)

P(F)
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Bayes’ formula

versiou 1

(1)

2)

)

(4)



lu faem.r.& P(Av B) = P(A) +P(B) - P (AN R)

\F ANnNB = ¢ ice. P A ad B are cLEJ'o(ur
Bayes' theorem P(AnB) =0
Prave)= P(AY+P(R)

. From set theory we have that, given any two sets 4 and B,

Bayes’ formula says that |P(E|F)= P(F| E) P(E)

()
; C4

A=(ANB)U(AN—B) &4— (5)
v e~

L3jorut

n—B) are disjoint. Thus P(4)=P(ANB)+P(AN=B).|

F = (F/)E) v (FnaE)

and the two sets (4N B) and (

Hence in the denominator of Bayes’ formula we can replace P(F') with

Then, using conditional probgbility we get that P(F ﬂE) = and P(E/\ F) = P(FI E) F(E)
P(FN—E)= P(F/\'7E) = P(Fl-€) P(vé'\
- [p(r)= PIRIEYPIE) + P(FIE) P(AE)
Replacing this in Bayes’ formula we get

p ( Fi E) P(E 3 Bayes’ theorem (6)

verytou 2

P(EIF) =

P(FIE) PlE) + P(jF 7€) P(IED

P(F)
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Wersiov 2 verysou |

P(F | E) P(E)
P(F|E)YP(E)+ P(F | -E)P(-E) P(fass [€) P(E)

— - P(E|Pess) =
EXAMPLE. = P(F) ( Pg Ec.f.s ))

Enrollment in a class is as follows: 60% econ majors (E), 40% other majors (—E). In the past, 80% of the econ

P(E|F)=

majors passed and 65% of the other majors passed. A student tells you that she passed the class. What is the

probability that she is an econ major? Let 1;’ ‘ftand for “Pass the class”. ¢ z £o
= O S —
P(e) =
P(E|E$)J: P(-'E) = 4"06/5 = _:4:9
[ov
P(PasJ |E§ = £0% = ?;(L
=)
- P[PAJJ’7E> =£5% = éf
loo

P(tess| E) PLED

P(E\ Pc‘u) =

(P(Pa.u IE) F(F\‘:P(Pwﬂ 7E> P(7E)
’ P(f’au)

go < ﬁ’
_ 109 i _ £4.867%
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Back to previous examples
EXAMPLE 1. Testing for a disease

Base rate of a disease: percentage of the population that has the disease
Sensitivity of a test: percentage of those who have the disease that tests positive

Specificity of a test: percentage of those who do not have the disease that tests negative

Suppose:
Base rate = 6%
Sensitivity = 88% £ rue posibives
Specificity = 93% Erue we 94 hve)

Suppose you test positive. What is the probability that you have the disease?

Previous analysis:

Population size:
N

0‘470 o diseare

6% have
disease

94
To0 v

88% test
positive

12% test
negative

7% test

93% test
negative

- -

S

5 10,000 ¥ 185,70%20 N
false false true
positives negatives positives negatives
The probability of having tl‘lj disease, conditional on testing positive is: P ( D l +’) = ?
N N
528 528
P(DI+) = 000 1000 :1512886:0.4452=44.52%
52810,000-|_65810,000 1’18610,000 ’ %0 A/
P(+1D) = —
N
Too
P(+] D> P(D) C_
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PIHIDYPID) + PCrID) PLBY T o v

'\/z)t'l_o:;oo




24 / a4 ,

= | ov Too

D = have the disease —D = do not have disease

+ = test positive — = test negative
Base rate = 6% P(d) = &%
Sensitivity =88% P (+1D) = €¢%

Specificity = 93% P(+]|= D) = Y
By Bayes’ rule:

P(+I1D) P(D)
P(D|+)=
P(+I D) P(D) + P(+1=D) P(=D)
43 €
_ T;U X —'-;U _
A3 4 7 14
Too  Joe | lew [oo

Page 2 of 10

P(7D)= F4%
P(—ID) =127,

P(““‘fD):‘B‘/o

44.52%



EXAMPLE 2. More than two categories

Base rates of seniors who graduated within the past 6 months:

Y
CS Econ Hist Math i b ratbes
28% 40% 12% 20%

Percentages of those who found a job within 6 months of graduation by major:

Col-(-'q'}’!\)'l/uﬂ
Major: CS Econ Hist Math probabilikie
% who found ajob: 95% 80% W% 78%
T P V2%

You learn that Ann graduated 6 months ago and has already found
a job. What is the probability that Ann is an Econ major?

1,000 P(EIT)

graduates
CS Math
28% 20%

200
. no no
job  job job Job job
20%  72% 28% 718% 22%

[320} 30 84] {36

The probability of Ann being and Econ major, given that she found a job is thus:

P(E| ’SB = 020 320 _ 03874 =38.74%

266+320+84+156 - 826

Foumé (] Sbb
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CS [Econ\ Hist Math P(E) = 407,

28% 140% / 12% 20% o
P(3)E)=86%

Major: CS [Econ l-?liset/ Math
% who found a job:  95% \80%,) %% 78%
_ P(TIE) - P(E)
P(E|T) =
P(3) = P(3Ics) Ples)+
N~

P(CS1E) P(B +
PCTIH) AH) + P(STH) P(M)

Now we need a version of Bayes’ rule that allows for more than two conditioning events.

Let S be the set of states and {£,,E,,...,E, } be a partition of S, that is,
e ELUE,U..UE =8§

e Foralli,je{l,2,.m} withi= j, ENE =

A=@nB)vlAr7e)
Let F < S be an arbitrary event. Then A= (A/] E'l) (04 [/{/\Ez) VAR \/[A/\Em)

F=(FNE)U(FNE,)U..U(FNE,) ,all disjoint events. Thus

r s

lﬂp(ﬂwa) + P(FNE,) +..+ P(FmEm)j

?eup(aUZe) F(F) = P(FAE)"' P(FA 7E)

Hence, P(E,|F)= — 38, ‘74%
o, 4o
“Tou lou
P(EIT) = 5
C’_S X 2% + (] é_g + ‘72- K 12 _° )géc_’
., 1@RBgedofl0lon . Jou oo loo ' @ leo
loo aged o
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P(AIE)

prob.
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