
Knowing What It Takes: The Effect of Information About

Returns to Studying on Study Effort and Achievement∗

Derek Rury (University of Chicago) Scott Carrell (UC Davis and NBER)†

This version: March 17, 2023

Abstract
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large introductory microeconomics course. To do so, we use historical time-use data from the
course’s online homework module to estimate the association between study time and course
performance. We measure the impact of providing students this information on subsequent study
effort, class attendance, homework scores, and exam performance using a randomized research
design. Results show that the information contained in our intervention increased time spent
studying by approximately 7% throughout the entire course, though this effect is imprecisely
measured. However, when examining shorter-run outcomes (prior to the next exam) we find
larger and more precisely estimated treatment effects on time spent on homeworks (12%) and
homework scores (14% of a standard deviation). Treatment effects on longer run outcomes
in the course are negligible. We additionally estimate large, but somewhat imprecise, average
treatment effects on class attendance and small positive and insignificant average treatment
effects on exam performance throughout the course.
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1 Introduction

A student’s study effort is a critical part of their education production function (Stinebrickner and

Stinebricker, 2004, 2008; Fraja et al., 2010; Bonesrønning and Opstad, 2015; Gneezy et al., 2019).

As such, understanding how students make decisions on how much time to allocate towards studying

is of great importance for education policy-makers. Study effort decisions contain important trade-

offs for students, as increased time towards studying implies less time for other activities such as

leisure and work (Stinebrickner and Stinebricker, 2003; Bound et al., 2010, 2012; Metcalf et al.,

2019). However, in order to make these trade-offs efficiently, students must know the actual returns

to effort. That is, how study effort maps onto academic outcomes such as performance on exams

and course grades.

Despite the central importance of these study effort decisions, the research is decidedly thin

regarding the returns to study effort and how students make these choices. This is likely due to

the fact that valid measures of study effort are both difficult to obtain and are endogenous to other

factors affecting achievement. As a consequence, it is unclear how and whether students incorporate

information about the returns to study effort into their beliefs and behavior, and whether changing

those beliefs can lead to increases in academic achievement.

Previous work has shown that students often have incorrect beliefs about their own education

production function (Fryer, 2016; Ersoy, 2021). Absent accurate information on their returns to

study effort, students may over or under-invest in studying, leading to an inefficient allocation of

time. While there is a growing literature examining information interventions in college classes, to

our knowledge, no study has attempted to update students beliefs about the returns to study effort

in a similar setting.

To fill this gap in the literature, we derive and administer an information intervention that both

elicits and shocks students’ beliefs about their returns to effort in an introductory microeconomics

course. To obtain a valid measure of study effort to create the information treatment, we leverage

historical, granular time-use data derived from the course’s online homework application. After

eliciting student’s own beliefs about returns to study effort in a baseline survey, we randomly

provide one-half of the students in the class information regarding the the average returns to effort
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using data from a previous version of the course taught by the same instructor. We then track

subsequent study effort and course performance for all students.

Results show that the information contained in our intervention increased time spent studying

by approximately 7% throughout the entire course, though this effect is imprecisely measured.

However, when examining shorter-run outcomes (prior to the next exam) we find larger and more

precisely estimated treatment effects on time spent on homeworks (12%) and homework scores (14%

of a standard deviation). Treatment effects on longer run outcomes in the course are negligible. We

additionally estimate large, but somewhat imprecise, average treatment effects on class attendance

and small positive and insignificant average treatment effects on exam performance throughout

the course. When controlling for multiple hypothesis testing across our study effort outcomes, we

retain significance (p < 0.05) on short term study time.

Using responses from our baseline survey, we examine the role of initial beliefs about the returns

to study effort when estimating our treatment effects. We fail to detect significant differences in

treatment between students who have high or low estimates of their returns to study effort. As such,

we posit that the short-run effects on study effort we observe are driven by one of two mechanisms:

1) an increase in the salience of study effort induced by the treatment; and/or, 2) a diminishing

of the treatment effect in the long-run as students update their beliefs about their true returns to

study effort.1 In our setting, students had multiple homework and exams post-intervention to learn

about their own returns to study effort. Under these circumstances, student beliefs may naturally

evolve and change, likely reducing the effectiveness of our information as the course progresses.

Finally, we use our experimentally induced short-term increase in study effort to estimate the

causal impact of study time on homework scores and exam performance. We do so by using

treatment status as an excluded instrument in an IV regression of course performance on study

time. Results indicate ordinary least squares estimates tend to underestimate the returns to study

effort, indicating study effort is negatively selected with performance.

This paper makes contributions to several related literatures. First, we contribute to the research

examining student effort decisions and the effect of study effort on academic achievement (Metcalf

1 Recent research suggests informational interventions tend to have stronger effects through the salience of infor-
mation rather than impacting beliefs (Bettinger et al., 2021).
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et al., 2019; Fraja et al., 2010; Stinebrickner and Stinebricker, 2008; Ahn et al., 2019). This

literature has primarily focused on how changing incentives for achievement affect study effort and

subsequent performance (Hishleifer, 2016; Azmat and Iriberri, 2015; Golightly, 2020; Stinebrickner

and Stinebricker, 2008), while our paper manipulates beliefs about effort while keeping incentives

for achievement fixed. Additionally, in a pair of papers most related to ours, Ersoy (2019, 2021)

uses data from an online language platform to demonstrate that students have incorrect beliefs

about returns to study effort and shows that those beliefs become more accurate upon receiving

information. In the spirit of Ersoy (2021), who studies how similar information impacts beliefs

and performance for Duolingo users, our study focuses on updating students beliefs in a classroom

setting about the returns to effort.

Second, this paper contributes to the literature on performance feedback by examining how

changes in beliefs translate into changes in achievement. Prior studies have found strong effects on

achievement as a result of performance feedback (Azmat and Iriberri, 2010; Bandiera et al., 2015;

Bobba and Frasinco, 2019b,a; Goulas and Megalokonomou, 2018; Brade et al., 2018; Gonzalez, 2017;

Li, 2018), although these effects are not always positive (Azmat et al., 2019). These papers rightly

interpret these effects as a result of changing beliefs about students’ own abilities. What is less

clear, however, is the mechanisms by which changes in beliefs translate into changes in achievement.

As students learn about their ability, some inputs into the education production function must also

change. The inputs most under the student’s control, as well as those we believe most likely to be

related to beliefs about ability, are those related to study effort. We aim to study this potential

link and assess whether changes in beliefs about returns to study effort mimic findings from the

research on beliefs about ability.

Third, we contribute to the literature examining beliefs, specifically in an education setting. A

large literature has emerged over the past decade which demonstrates the importance of students’

beliefs in decision making (Bobba and Frasinco, 2019a,b; Conlon, 2020; Wiswall and Zafar, 2015a,b;

Zafar, 2011, 2013). To our knowledge, we are the first to document beliefs about returns to study

effort in a common educational setting; a large introductory course at a selective public four-year

university. We also examine the role ex ante beliefs about returns to study effort play in making
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study effort decisions.

Finally, we contribute to the literature studying “nudges” in education that attempt to al-

ter student behavior via light-touch interventions, although with varying success (Damgaard and

Nielsen, 2018; Li, 2018; Carrell et al., 2020; Oreopoulos et al., 2020). We show that our light-touch

intervention changes short-run behavior in a way that is consistent with a common decision frame-

work used in economics, further demonstrating that nudges may yet play an important role in the

classroom.

The rest of the paper is organized as follows; section 2 provides details on our field experiment;

section 3 describes our data; section 4 presents our results; section 5 concludes.

2 Experimental Details

We implemented our effort experiment during the spring quarter of 2019 in two large introductory

microeconomics courses with a total enrollment of over 700 students at a large selective public

university on the west coast. We administered a baseline survey during the first week of class and

short surveys at the beginning of each exam asking about time spent studying during the previous

week. All surveys were completed by hand.

The baseline survey asked students questions regarding beliefs about their academic ability,

preferences for majors, expected grade in the course, as well as beliefs about returns to study

effort. Specifically, students were asked “how many hours do you think you would have to study

per week to increase your grade by one letter?”. The baselines survey also asked students to sign

a Family Education Rights Protection Act (FERPA) to release their academic and demographic

information from the university registrar.

The second survey was administered to all students in class prior to start of the first exam

during the third week of the course. Two different surveys were randomly distributed to students:

a treatment survey and a control survey. Both surveys asked questions regarding the amount of

time spent studying for this class as well as other classes in the past week, followed by a paragraph

of text and a short yes or no question, which was included to measure whether students actually
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read the paragraph.2 The paragraph in the treatment survey contained information on the returns

to study effort. Specifically, students were told, “Using data from Prof. Xs course last year, we

found a significant relationship between the time students spent on homework and their course

grade. Specifically, we found that for the average student, an additional three and a half hours

of study time per week was associated with an improvement of a full letter grade in the course.”

The control survey contained a paragraph describing the benefits of participating in research on

campus. The font and amount of text used in both the treatment and control surveys were designed

so that the two surveys would appear identical at a quick glance.3

The survey containing the information treatment appeared on the back of the first page of the

exam. Exams were ordered such that treatment and control surveys alternated in their placement

in order to provide an exogenous distribution of surveys. Teaching assistants handed out exams to

students as they entered the classroom and took their seats. In section 5.2, we verify that assignment

to treatment and control groups appears to be as good as random across student characteristics.

Once the class began, students were given five minutes to turn over the first page of the exam and

complete the survey. Students then turned the survey into the teaching assistants prior to the exam

starting.

While we acknowledge that there are likely non-linearities in the returns in study effort (eg.

very low returns for high levels of effort compared to high returns for low levels of effort), we see our

information intervention targeting a linear approximation to a student’s belief of returns to effort.

In this setting, we assume students’ hold imperfect information about returns to effort, which causes

them to have uncertainty about how study time maps onto learning and achievement. Hence, we

assume our information intervention will cause students to update their mean belief of returns to

study effort closer to the information provided. Implicit in this argument is an assumption that

students would not update in the opposite direction. For example, if a student estimates an increase

in their letter grade after five hours of study time, we would expect the student to update their

beliefs downward towards the 3.5 estimate provided in the intervention.4

2We do not study students’ self-assessments of study effort in this paper.
3The treatment and control surveys can be found in the appendix.
4We recognize that a highly sophisticated student could react in the opposite direction of the intended treatment

if they understand the treatment is not a causal estimate.
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3 Data and Results

3.1 Data

A total of 456 students completed the baseline survey and 566 students completed the second

survey. Our primary analytic sample consists of the 318 students who completed both surveys and

signed the FERPA release, which represents just over two thirds of the baseline survey sample.

Though we cannot rule out selection into the sample, we note that students in the analytic sample

performed similar to those in the entire class.5

We then matched these survey data to course administrative data containing our primary out-

comes of interest, including, time spent on homework assignments, class attendance, homework

scores, and exam scores. Table 2 presents summary statistics for our pre-treatment classroom

measures, survey results and background characteristics for the entire sample and separately for

students by treatment status. Importantly, our data contains time-use data on each of the nine

on-line homework assignments throughout the course.6 The time use data are measured in sec-

onds, providing a granular measure of study effort. Specifically, these data measure the time spent

between the moment when a student begins the homework assignment and either completes it or

exits the homework module.7

Homework scores are measured as the percentage of questions answered correctly. As the

homework module allowed for multiple attempts, we view homework scores as a measure of both

effort and learning. We also study the effect of our treatment on a rough measure of classroom

attendance using an app called Pocket Points. Specifically, the instructor in the course incentivized

students to come to class by providing extra credit. Students earned five points (one percentage

5Results available upon request.
6These time-use data capture the exact amount of time a student has the homework open on their computer.
7We used the same time use data from the previous time the instructor taught the course, spring 2018, to create our

information treatment. To do so, we regress time spent on homework on overall percentage points in the course. We
find that three and a half hours of study time is associated with a statistically significant ten percentage point increase
in the course, which corresponds to an increase in one letter grade. Not surprisingly, we also find a strong positive
relationship in our study sample between measures of time spent on homework throughout the course and overall
course performance. Specifically, we find that an increase of one unit in log time spent on homework assignments is
associated with a statistically significant increase in course performance of 2.9 percentage points (p value = 0.000).
Converting these results into time units, the amount of study time per week associated with a ten percentage point
increase found in our study sample ranges from 3.8 to 4.5 hours.
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point of the overall course grade) if they attended at least 16 hours (≈75%) of course lectures. To

track attendance, Pocket Points requires students to be in class, open the app, and put their phone

in sleep mode. The outcome we create to capture attendance is an indicator variable for whether

the student met the 16 hour threshold. These three measures (HW time, HW score, and class

attendance) offer us the unique ability to study multiple dimensions of study effort.

We believe the information treatment to be most salient for study effort on the four homework

assignments (homeworks two through five) that were due immediately following the information

treatment and prior to students taking the second exam. That is, we believe time spent on these

homework assignments to be our most valid measure of behavioral changes induced by the treat-

ment, for a few reasons. First, save for exams, there were no other activities other than homework

for which students received course credit. Second, students are most likely to remember the infor-

mation and incorporate it into their studying decisions immediately after receiving the treatment.

Third, students will likely (endogenously) update their own estimates of the returns to effort after

receiving new signals (e.g., follow-on exam performance) about the returns to study effort. Lastly,

time spent studying is the variable over which students have the most control, while other outcomes

such as exam and homework scores are the result of a mapping of effort onto achievement.8

3.2 Balancing Tests and Descriptive Results

First, we perform checks to examine whether our treatment was, in fact, assigned exogenously. As

mentioned above, teaching assistants distributed exams by handing out the top exam from their

pile to students as they entered the room. While we acknowledge that this mechanism is not truly

“random”, we see no reason, ex ante, that assignment to treatment would be significantly correlated

with observable or unobservable student characteristics.

Table 1 shows results when regressing treatment status on pre-treatment time spent studying

and academic achievement, demographic characteristics, and responses to questions in the baseline

survey. For statistical inference, and to address for multiple hypothesis testing, in these regressions

8The experiment was registered on the American Economic Association trial website under the number
AEARCTR-0004261. The trial was registered shortly after the intervention date, but prior to data collection, but
did not contain a detailed pre-analysis plan. As such we implement tests to account for multiple hypothesis testing.
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and our main results, we follow the method proposed by Fischer (1925) and Athey and Imbens

(2017) and use a bootstrap-based procedure for testing the null hypotheses using random sam-

pling to assign treatment status. Hence, in addition to reporting traditional standard errors in

parentheses, square brackets contain empirical p-values from randomization-based inference using

a counterfactual of randomly assigning treatment status 1,000 times.9

Specifications 1-3 show results from separate regression for each of our three groups of pre-

treatment variables (academic, demographics, and baseline survey), Specification 4 contains all

of these variables in a single regression, and Specification 5 additionally adds teaching assistant

fixed effects. In Specifications 6-8 we present results when regressing treatment status on predicted

measures of time spent studying, homework score, and exam performance.10 Results indicate that

treatment assignment is largely uncorrelated with our pre-treatment measures, with only 3 of 60

coefficients significant at the ten percent level and none significant at the five or one percent levels.

As such, we see these associations as in line with what we expect to happen simply by chance. In

light of this, we conclude that our randomization procedure worked as intended. We also note that

in all of our upcoming results specifications we control for (pre-treatment) time spent on homework

1, homework 1 score, and exam 1 score.

Next, Figure 1 shows the distribution of students’ estimates of returns to study effort by exam-

ining responses to the question asking “How many hours a week do you think you need to study to

increase your grade by one letter?”. We see a wide dispersion across our sample, with a dramatic

right skewness containing numerous high-value outliers. The median study hours students believe

are required to increase one’s grade by a full letter is six, almost twice as large as the estimate

provided in the information treatment. This implies that most students in our sample (80%) had

beliefs about the number of hours required to increase their grade by one letter that were higher

than the information we provided. We categorize these students as having low beliefs about their

returns to study effort. Conversely, we have far fewer students (20%) who have (relative to our

9Athey and Imbens (2017) recommend the use of randomization-based inference in lieu of sampling-based infer-
ence for experiments. Additionally, as discussed by List et al. (2019),“by incorporating information about depen-
dence ignored in classical multiple testing procedures, such as the Bonferroni (1935) and Holm (1979) corrections
randomization-based inference has much greater ability to detect truly false null hypotheses.”

10We predicted these measures by regressing time spent on homework 1, homework 1 score, and exam 1 score on
all of the pre-treatment demographic and survey response variables.
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treatment) high beliefs of their returns to study effort.11

Finally, as a fidelity check on whether students read the information paragraph in our interven-

tion, we examine the responses to the yes or no question asked to students below the information

paragraph in the second survey. Specifically, the treatment survey asked students if they found

the information on returns to study effort useful, while the control survey asked if students wanted

to learn more about research on campus. For those who were given the treatment text, we find

that 91.3% of students answered “yes” when asked if found the information useful. In contrast, for

those students given the control text, when asked if they would like to learn about participating in

research, only 49.6% of students answered “yes”. We see this as evidence that students not only

read the treatment information provided to them carefully, but broadly speaking, they found it

beneficial and were poised to incorporate the information into their beliefs.

3.3 Experimental Results

To study the effects of the information treatment on our outcomes of interest, we estimate the

following statistical model:

yi = α+ βTREATi + PTiγ + εi

where yi is an outcome of interest (eg. time spent on homework), PTi (pre-treatment) is a vector

containing exam one and homework one scores as well as time spent studying on the first home-

work and εi represents a random error term. TREATi represents an indicator for assignment to the

treatment group. Random assignment to the treatment group ensures that corr(TREATi, εi) = 0,

allowing us to estimate the causal effect of the information treatment on our outcomes of interest.

For all results, traditional standard errors are in parentheses, while square brackets contain em-

pirical p-values from randomization-based inference using a counterfactual of randomly assigning

11Following Ersoy (2021), we also asked students about their beliefs regarding how much “control” they have over
their ability. This question was meant to elicit beliefs about whether the students had what is called a “growth mind-
set” or whether they believed their ability was “fixed”. Unfortunately, while we find this line of inquiry interesting,
we found little variation in responses to this question, with only one student believing they had a below average
amount of control over their ability.
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treatment status 1,000 times.12

3.3.1 Average Treatment Effects

Results showing the average treatment effects for the entire sample are presented in Table 3.

Specifications include controls for (pre-treatment) time spent studying on homework 1, homework

1 performance, and exam 1 performance.13 Panel A presents results from time spent studying on

the graded homework assignments. For these outcomes, we take the log of total time spent to

approximate a percentage change in study time as a result of treatment. Panel B presents results

for the percentage of points earned on the homework assignments. Panel C presents results for

exam performance and an indicator measure of class attendance.

Specification 1 of Panel A show the treatment effect on time spent studying throughout the

entire course. The coefficient of 0.070 indicates students in the treatment exhibited a 7% increase

in study effort relative to the control, though this estimate is imprecisely measured (p=0.174).

Next, Specification 2 estimates the short-run treatment effects for time spent on the homework

assignments assigned after treatment, but prior to the next exam. We examine effort during this

period for two reasons. First, we would expect the treatment to be most salient for assignments that

are due in the period immediately following the intervention. Second, as the course progresses and

students received additional information signals (e.g., own exam performance), we would expect

students to update their beliefs about their own “true” returns to study effort. The coefficient of

0.121 in Specification 2 indicates a 12% increase in study effort for students in the treatment, relative

to students in the control, with the effect significant at the 5% level (p=0.026). We interpret this

result as strong evidence that the students who received the information treatment significantly

increased their study effort in the period immediately following the intervention. Finally, when

we look at time spent on homework towards the end of the course, however, we see imprecisely

12In results not reported, estimated effects are largely unchanged when we also estimate models when controlling for
a vector of background characteristics, including gender, race/ethnicity indicators, socioeconomically disadvantaged,
first-generation status, and SAT score. We also include responses from the baseline survey, which capture important
beliefs about choice of major, ability in economics, expected grade in the course, as well as beliefs about typical study
habits and beliefs about the returns to study effort. We also control for teaching assistant fixed effects, to control for
potential differences in the quality of teaching assistants.

13In results not shown, we also find nearly identical results when add controls for baseline survey responses,
demographics, and TA fixed effects.
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estimated negative treatment effects in Specification 3. We explore and discuss what may be driving

these effects when we present results based on beliefs about returns to study effort below.14

Next, in Panel B we examine treatment effects on homework scores. Similar to pattern of results

in Panel A, we find positive, but statistically insignificant treatment effects throughout the entire

course, but larger and more precisely estimated effects on short-run outcomes. Specifically, results

in Specification 4 indicate that students in the treatment group showed a 3.1 percentage point (14

percent of a standard deviation) increase in homework score performance, relative to students in

the control (p=0.082).15 Likewise, these effects become smaller and less precise when examining

performance on homework assignments later in the course as shown in Specification 6.

Finally, in Panel C, we examine measures of exam performance and class attendance. Though

positive, the treatment effects on exam performance are economically small and indistinguishable

from zero.16 These results are perhaps not too surprising, given the relatively modest positive

treatment effects found in both study time and homework score. Finally, in Specification 9 we

see large, but somewhat imprecise, effects on class attendance. Specifically, results indicate that

students in the treatment group were 8.4 percentage points (16.4%) more likely to meet the class

attendance incentive (p=0.128).

Finally, as a robustness check, we correct for multiple hypothesis testing using the Romano-Wolf

step-down adjusted method. When looking at our study effort measures (short and long term study

time and scores), we retain significance only on short-term study time (p < 0.05).

14We also cannot rule out the possibility that there are spillover between the treatment and control group that
would potentially bias our estimate downward, particularly in the longer-run outcomes. That is, in addition to the
potential that control students may be told the information by treated peers, we also recognize that there may be
direct spillovers (e.g., peer effects) in behavior. That is, if a treatment student is induced to study more for the
second exam, this may result in increased studying for non-treated peers through contemporaneous peer influence.
We now discuss this in the text.

15When considering scores across multiple homework assignments, our preferred measure is median homework
score. We do so because as part of the course design, along with their lowest exam score, each student’s lowest
homework scores is automatically dropped from their final course point total. This creates an incentive for students
to skip one homework without penalty. Taking the median homework score helps us avoid measurement issues that
arise from this incentive.

16For reasons similar to those regarding homework scores, our preferred measures of exam performance are percent-
age score on exam two (0 - 1 scale), as well as student’s highest score on exams three and four. Along with dropping
their lowest homework score, students’ lowest exam score was also dropped from their total course points total.
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3.3.2 Treatment Effects by Beliefs

As previously detailed, approximately 80% of students had estimated returns to study effort that

were lower than our information treatment. To explore treatment effects across beliefs about returns

to study effort, we estimate separate effects depending on whether students had a higher or lower

estimate of the returns to study effort compared to our information treatment. Specifically, we

categorize students as having high (low) estimates of their own returns if their estimate was lower

(higher) than the three and a half hours contained in our information treatment. We do so because

these student types may react differently to the information treatment, depending on whether the

income or substitution effect in study effort decisions dominates. A model of this decision about

study effort can be found in Appendix A.17

Table 4 presents these results in the same format as Table 3. Panel A presents results from time

spent studying on the graded homework assignments, Panel B presents results for the percentage

of points earned on the homework assignments, and Panel C presents results for exam and course

performance and attendance.

Focusing on time spent on homework for those students who originally had high estimates of

the returns to study effort, we see noticeable differences between the short and long-run effects of

the intervention. Specifically, we find relatively large positive (16%), though imprecise, effects in

the short run, followed by large negative (-32%) and significant effects in the long run. Conversely,

the pattern of results is noticeably different for those students who originally had low estimates

of the returns to study effort. We find a positive and marginally significant (p=0.066) short run

effects of 11%, though, this effect dissipates to zero when examining study time later in the course.

Next, results in Panel B and Panel C, examining homework and exam scores are less pronounced,

but show some evidence of a positive treatment effect for student who had low estimates of the

returns to study effort, with treatment effects on homework scores after the intervention significant

at the 10% level. Likewise, we find a large, positive, and significant treatment effect of 14.8

17The model presents a framework for interpreting the signs of the coefficients on homework time to allow us
to determine whether the income or substitution effect dominates, on average, as students in the treatment group
update their beliefs about study effort. More specifically, if the coefficient for those who had low estimates is positive
(negative), and the coefficient for those who had low estimates is negative (positive), then the substitution (income)
effect dominates.
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percentage points on our measure of class attendance for students who originally had low estimates

of the returns to study effort. On the contrary, we find a sizeable negative and insignificant effect

on attendance for those students who had high estimates of returns.

In order for the model developed in Appendix A to accurately describe student behavior, we

would need to find opposing signs in our treatment effects between the groups who had low estimates

versus those who had high estimates of returns. Interpreting these results through this framework,

we see that the large increases in study time across both groups directly after the intervention

cannot be fully explained by this framework. Rather, these short run effects are more consistent

with our treatment increasing the salience of study effort across the distribution of beliefs about

returns to studying (Sexton, 2015; Bettinger et al., 2021). While we do see some evidence that is

consistent with the model when looking at study time later in the course and through the effect on

attendance, we cannot say for certain whether this model accurately describes students’ study effort

decisions. Another plausible explanation is that the effect treatment was effective in the short run,

but was overpowered by relevant information students’ learned about their own returns later in

the course. Under this mechanism, our information treatment may have reduced some uncertainty

about how effort maps onto achievement early in the course. As such, as students received more

feedback from assignments and exams, information in our treatment became less valuable.

3.3.3 Effect of Study Effort on Achievement

An important remaining question is whether or not increased study effort leads to a causal effect on

academic achievement. This question is difficult to answer due to the likely endogeneity between

study effort and academic performance. For example, students with higher ability may study less,

on average, while still performing well on exams. Conversely, low-ability student may study more,

on average, but perform worse on exams. In these scenarios, a simple regression of study effort on

academic achievement will be biased downward, though we note that other scenarios may lead to

bias in the opposite direction.

Fortunately, our experiment lends us the opportunity to examine this question. That is, because

our experiment exogenously increased study effort (in the short run), we can causally estimate the
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returns to study effort by instrumenting for time spent studying with treatment status.

Table 5 presents results from this analysis where we estimate two-staged least square models for

our homework and exam score outcome variables. Given our treatment only increased study effort in

the short run, we estimate these models for outcomes immediately following the intervention. Odd

numbered specifications show OLS estimates, while even number specifications show IV estimates

where the excluded instrument is treatment status. Though we are primarily interested in the exam

score outcome, we also examine the effect of study time on homework scores. We do so knowing that

there is likely a mechanical effect on homework scores since students are given multiple opportunities

on each howework problem.

As shown in Table 5, for both homework and exam score outcomes we find a consistent pattern

of substantially larger estimates for the IV models compared to OLS, suggesting a negative bias

in the OLS estimates. For example, the 0.098 OLS coefficient in Specification 1 suggests that a

10 percent increase in time spent studying is associated with a nearly 1-percentage point increase

in median homework score, whereas the IV estimate in Specification 2 shows this effect more than

triples to 3.2 percentage points (p< 0.05). Turning to the effects on exam performance, we note

the difference in magnitude between the OLS and IV are similar to the homeworks score results,

though the effects are not precise.

4 Conclusion and Discussion

In this paper, we study the effect of providing students with information about the returns to study

effort. We measure the impact of receiving this information on several important outcomes such

as study effort, class attendance, homework scores and exam performance. We are able to measure

study effort using a granular measurement of effort based on time-use data from the course’s online

homework software. Importantly, we administer a survey that captures students beliefs about

returns to study effort. In doing so, we show that around 80% of students had low estimates of

their returns to study effort.

We find that our treatment led to a significant increase in time spent on homework assignments

as well as homework performance before the subsequent midterm. When looking at how treatment
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effects evolve over time, we find that our estimates become noisy when looking at the entirety of

the course. We also fail to detect significant effects on exam performance. Treatment effects in

general do not appear to systematically depend on baseline beliefs about study effort, although

class attendance does increase for treated students who had low estimates about their returns.

These results highlight several important findings for the literature examining the returns to

study effort. First, our treatment appears to have increased the salience of the importance of

studying for the period directly following our intervention for all students (Bettinger et al., 2021).

However, as time progressed, the information we provided became less prevalent in the long-run as

students update their beliefs about their true returns to study effort. In our setting, students had

multiple homework and exams post-intervention to learn about their own returns to study effort.

Under these circumstances, student beliefs may naturally evolve and change, likely reducing the

value of our information as the course progresses.

We believe these results speak to findings from the performance feedback literature, which

finds that student achievement can be manipulated by providing students with information about

how their performance compares to a relevant standard or peer group (Azmat and Iriberri, 2010;

Bandiera et al., 2015; Bobba and Frasinco, 2019b,a; Goulas and Megalokonomou, 2018; Brade et al.,

2018; Gonzalez, 2017; Li, 2018). As such, we demonstrate how similar results can be achieved

through influencing beliefs about returns to study effort. Though, further research should attempt

to measure beliefs about returns to study effort as a result of performance feedback to capture the

relationship more formally.

Our results are also important for policy makers who wish to increase achievement and persis-

tence in college. We document that the vast majority of students in our study had low estimates of

the returns to study effort. Importantly, our results show that these students increase their study

effort upon learning about the “true” returns to effort, albeit perhaps only in the short-run.
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Table 1: Experimental Balance

(1) (2) (3) (4) (5) (6) (7) (8)
TREAT TREAT TREAT TREAT TREAT TREAT TREAT TREAT

b/se/pvalues b/se/pvalues b/se/pvalues b/se/pvalues b/se/pvalues b/se/pvalues b/se/pvalues b/se/pvalues

HW 1 time 0.030 0.011 0.017
(0.049) (0.055) (0.056)
[0.620] [0.860] [0.820]

HW 1 score -0.090 -0.112 -0.153
(0.192) (0.210) (0.215)
[0.620] [0.640] [0.460]

Exam 1 Score -0.318 -0.181 -0.158
(0.261) (0.307) (0.309)
[0.180] [0.530] [0.610]

Female -0.006 -0.033 -0.021
(0.060) (0.063) (0.064)
[0.890] [0.680] [0.820]

Low Income -0.024 -0.044 -0.039
(0.084) (0.086) (0.088)
[0.790] [0.530] [0.560]

African American 0.056 0.063 0.077
(0.185) (0.192) (0.193)
[0.780] [0.720] [0.650]

Hispanic 0.081 0.087 0.135
(0.102) (0.103) (0.105)
[0.420] [0.360] [0.190]

Asian 0.038 0.053 0.066
(0.075) (0.078) (0.078)
[0.510] [0.410] [0.340]

Other Race -0.224 -0.295 -0.250
(0.264) (0.270) (0.273)
[0.430] [0.250] [0.370]

SAT/ACT score -0.000 -0.000 -0.000
(0.000) (0.000) (0.000)
[0.490] [0.950] [0.970]

First Generation 0.025 0.039 -0.001
(0.077) (0.078) (0.081)
[0.740] [0.600] [0.990]

Study habits -0.012 -0.014 -0.016
(0.009) (0.010) (0.010)
[0.220] [0.130] [0.120]

Returns to study effort 0.013* 0.014 0.015*
(0.007) (0.007) (0.007)
[0.080] [0.100] [0.060]

Econ Top Field 0.038 0.016 0.024
(0.064) (0.068) (0.068)
[0.540] [0.790] [0.690]

High Control 0.334 0.362 0.296
(0.304) (0.313) (0.315)
[0.340] [0.310] [0.370]

Medium Control 0.409 0.444 0.348
(0.306) (0.315) (0.317)
[0.260] [0.240] [0.290]

Expected A -0.071 -0.066 -0.061
(0.065) (0.070) (0.071)
[0.320] [0.390] [0.430]

High Econ Ability 0.005 0.037 0.020
(0.082) (0.087) (0.088)
[0.930] [0.590] [0.820]

Predicted HW 1 Study Time 0.132
(0.092)
[0.170]

Predicted HW 1 Score -0.053
(0.372)
[0.870]

Predicted Exam 1 Score -0.698*
(0.401)
[0.090]

Observations 318 318 318 318 318 318 318 318

Note: Values are the result of regressing column variables on treatment status. Sample consists of all observations in our main analytical sample. Study habits is a variable that represents how
much students study per week, Returns to study effort is a variable that represents answers to the survey question ”How many hours do you need to study per week to increase your grade by one
letter?”, econ top field is a variable that captures whether the student selected econonomics as their top choice of major, high control and medium control are variables that represent student’s
responses to how much control they have other their ability, expected A is a variable that captures if a student expects to get an A in the class, high econ ability is an indicator that captures if a
student selects that they have high ability in economics. Standard errors in parenthesis. Empirical P values in brackets.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table 2: Sample Descriptives by Treatment Status

(1) (2) (3)
Mean Mean (TREAT=1) Mean (TREAT=0)

HW 1 time (log) 5.49 5.51 5.46
(.623) (.630) (.617)

HW 1 score .867 .859 .873
(.166) (.170) (.160)

Exam 1 .775 .764 .785
(.118) (.123) (.108)

Female .588 .589 .587
(.493) (.494) (.494)

Low income .255 .270 .239
(.436) (.445) (.428)

African American .028 .031 .026
(.166) (.173) (.159)

Hispanic .217 .245 .187
(.413) (.431) (.391)

Asian .519 .515 .523
(.500) (.501) (.501)

Other .013 .001 .019
(.111) (.078) (.138)

SAT/ACT 1240 1231 1250
(301) (299) (303)

First generation .374 .405 .342
(.485) (.492) (.476)

Study habits 5.30 5.25 5.35
(3.72) (3.52) (3.92)

Returns to study effort 7.19 7.56 6.81
(5.00) (5.14) (4.82)

Econ top major choice .286 .307 .265
(.453) (.463) (.443)

High control over ability .774 .748 .800
(.419) (.435) (.401)

Medium control over ability .217 .245 .187
(.413) (.431) (.391)

Expected grade A .283 .245 .323
(.451) (.431) (.469)

High ability in econ (belief) .154 .153 .155
(.362) (.361) (.363)

Observations 318 163 155

Sample consists of all observations in our main analytical sample. Study habits is a variable that represents how
much students study per week, Returns to study effort is a variable that represents answers to the survey question
”How many hours do you need to study per week to increase your grade by one letter?”, econ top field is a variable
that captures whether the student selected econonomics as their top choice of major, high control and medium
control are variables that represent student’s responses to how much control they have other their ability, expected
A is a variable that captures if a student expects to get an A in the class, high econ ability is an indicator that
captures if a student selects that they have high ability in economics. Standard errors in parenthesis. * p < 0.10,
** p < 0.05, *** p < 0.01
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Table 3: The effect of treatment on homework time and scores, class attendance as well as exam
and course performance

Panel A: Effects on
Time Spent on Homeworks

(1) (2) (3)
All Homeworks Short-Run HW Long-Run HW

Time (2-9) Time (2-5) Time (6-9)

TREAT 0.070 0.121** -0.045
(0.052) (0.054) (0.075)
[0.174] [0.026] [0.588]

Panel B: Effects on
Scores on Homeworks

(4) (5) (6)
Median HW score Median HW score Median HW score

(All HW) (Short-Run) (Long-Run)

TREAT 0.024 0.031* 0.010
(0.017) (0.018) (0.020)
[0.150] [0.082] [0.646]

Panel C: Effects on Exams
And Course Performance

(7) (8) (9)
Exam 2 Max exam 3-4 Attendance
Score Score

TREAT 0.007 0.008 0.084
(0.015) (0.011) (0.056)
[0.626] [0.478] [0.128]

Observations 318 318 318

Notes: Standard errors in parentheses; empirical p values in brackets. Statistical significance is based on empirical
p values. All models include demographic controls and pre-treatment values of our outcome variables. Study time
outcomes are represented in logs.* p < 0.10, ** p < 0.05, *** p < 0.01
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Table 4: Heterogeneous effects by beliefs on homework time, scores and exam performance, and
attendance

Panel A: Effects on
Time Spent on Homeworks

(1) (2) (3)
All Homeworks Short-Run HW Long-Run HW

Time (2-9) Time (2-5) Time (6-9)

Low Estimate of Returns 0.088 0.113* 0.028
(0.059) (0.062) (0.084)
[0.142] [0.066] [0.766]

High Estimate of Returns 0.009 0.158 -0.323**
(0.117) (0.122) (0.167)
[0.910] [0.144] [0.028]

Panel B: Effects on
Scores on Homeworks

(4) (5) (6)
Median HW score Median HW score Median HW score

(All HW) (Short-Run) (Long-Run)

Low Estimate of Returns 0.021 0.033* 0.019
(0.019) (0.020) (0.023)
[0.214] [0.100] [0.382]

High Estimate of Returns 0.033 0.035 -0.028
(0.038) (0.040) (0.045)
[0.436] [0.360] [0.576]

Panel C: Effects on Exams
And Course Performance

(7) (8) (9)
Exam 2 Max exam 3-4 Attendance
Score Score

Low Estimate of Returns 0.010 0.007 0.148**
(0.017) (0.013) (0.063)
[0.538] [0.646] [0.014]

High Estimate of Returns -0.017 0.016 -0.167
(0.033) (0.025) (0.124)
[0.674] [0.556] [0.164]

Observations 318 318 318

Notes: Standard errors in parentheses; empirical p values in brackets. Statistical significance is based on empirical
p values. All models include demographic controls and pre-treatment values of our outcome variables. Study time
outcomes are represented in logs.* p < 0.10, ** p < 0.05, *** p < 0.01
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Table 5: OLS and IV results of study effort on achievement

(1) (2) (3) (4)
(OLS) (IV) (OLS) (IV)

HW 2-5 HW 2-5 Exam 2 Exam 2
score score median median

HW time 0.098*** 0.320** 0.017 0.055
(0.017) (0.155) (0.014) (0.102)

Observations 318 318 318 318

Notes: Standard errors in parentheses. All models include demographic controls and pre-treatment values of our
outcome variables. Models 1-2 and 5-6 use time spent on HW 2-5 as main explanatory variable while models 3-4
and 7-8 use time spent on homeworks 2-9. .* p < 0.10, ** p < 0.05, *** p < 0.01
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Figure 1: Distribution of Beliefs About Returns to Study Effort
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Note: This is a kernel density plot of the survey item ”How many hours would you need to study
to increase your grade by one letter?” Only primarly analysis sample observations are included in
this plot. The red dashed line presents the amount of time included in our information treatment.

26



A Appendix

A.1 Model of Beliefs about Returns to Effort

Below we discuss how information about returns to study effort could influence subsequent study

effort through income and substitution effects. To motivate our discussion of the role of beliefs in

study effort decisions, consider the following utility function for a representative student. Following

Ersoy (2021), the student receives utility from both academic achievement, A, and leisure, L, and

allocates their time, T , over both study effort, e, and leisure, l

max
A,L

U(A,L) (1)

s.t. e+ l = T (2)

We also assume that study effort maps onto academic achievement linearly. Specifically, we

assume that A = f(e) = αe. We refer to this rate, α, as the “returns to study effort”. For simplicity

we also assume that L = l . After substituting into equation (1), the student’s optimization problem

becomes:

max
e,l

U(αe, l) (3)

s.t. e+ l = T (4)

where e∗ and l∗ are the solution to the above problem. Lastly, we assume the utility function

is strictly concave so that a unique solution exists and that marginal utility is decreasing for both

arguments. Under this framework, the student faces a linear budget constrain in time with which

they are endowed T and over which they allocate leisure and study effort. We represent the student’s

problem in Figure 1. using the familiar graph used in studying consumption decisions between two

goods.

Because effort maps onto achievement at a rate of α, the slope of the budget line is −α. The

linear axis represents both time spent on leisure, l, as well as time devoted to study effort, e,
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as e = T − l. As in consumer theory, optimal effort and leisure are found where the student’s

indifference curve is tangent to the budget line, or more formally where MUA = MUL. Assume

also that students do not know the value of α, but have beliefs, α̂, about its value.

One way to frame how student behavior changes as beliefs about returns effort change is in terms

of the “income” and “substitution” effects. Assume that a student holds beliefs about returns to

study effort such that α̂ < α. We assume here that α is the same for all students but understand

that, in reality, returns to study effort are likely to be heterogeneous. This would imply that α = αi

for each student i. In our information intervention, we provide students with the average returns

across a large sample of students from a previous course. In doing so, we make a trade off between

offering specific information to students with offering feasible information in the form of average

returns. In the end, our aim is less to provide individualized information to students but rather

shock their beliefs about returns to study effort.

When the student is provided information on the true value of α, we assume the student fully

updates their beliefs about their returns to study effort. This leads to a rotation of the budget

constraint up the vertical axis, due to this relative “price” decrease. Similar to a relative price

change in consumer theory, this rotation leads to a new equilibrium e∗ and l∗ resulting from a

combination of the income and substitution effects as depicted in Figure 2.

The substitution effect in this case will lead the student to study more, as academic achievement

is now “cheaper”. Likewise, the income effect makes the student study less, as they are now “richer”

in time available and leisure is a normal good. As a result of these two opposing effects, the students

overall change in study effort, e∗, is ambiguous. The same is true in cases where α̂ > α, although

the income and substitution effects moves e∗ in the opposite direction.
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Figure 2: Utility maximization over study effort and leisure

Figure 3: Substitution and income effect from a shock to beliefs about the returns to effort
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A.2 Treatment and Control Information

Treatment Text:

Benefits of Study Effort

Recent research has demonstrated that students underestimate the benefits of study effort

Using data from Prof. X’s course last year, we found a significant relationship between the time

students spent on homework and their course grade.

Specifically, we found that for the average student an additional three and a half hours of

study time per week was associated with an improvement of a full letter grade for the course.

Control Text:

Benefits of Research Participation

Student participation in research is an integral part of the research process here at UC Davis

As social science research continues to study how people make important decisions, students have

been asked to dedicate more of their time to research participation. There are many benefits of

research participation in general, including learning how research is conducted.

We hope you have found your participation in this project to be interesting.
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A.3 Baseline Survey

Consent to Release Student Information Under FERPA

Please release the following information to Derek Rury for use in research Mr. Rurys research

into understanding student study patterns

• Course enrollment and grades

• Information from my application form about my background including SAT/ACT score, high

school GPA, gender, ethnicity, and broad indicators of parents education and income level.

This does NOT include FAFSA or other financial aid information.

Before signing this consent to release your information, please read the following:

• You do not have to agree to release your student information.

• You can withdraw your consent at any time by contacting Derek Rury at drury@ucdavis.edu

• The consent applies only to the categories of data for the specific purpose listed above;

• Only the Individual(s) listed above will receive these data;

• Manuscripts and reports resulting from data analysis will include only aggregated data so

you will not be identifiable.

Name:

Student ID:

Signature:

Date:
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Survey Questions

1) What is your first choice of major? (if you already have a major, please write that major)

2) What is your second choice of major?

3) How would you describe your ability in your top choice of major? (please circle) a. High b.

Medium c. Low

4) How would you describe your ability in your second choice of major? (please circle) a. High

b. Medium c. Low

5) How would you describe your ability in economics? (please circle) a. High b. Medium c. Low

6) What grade do you anticipate you will receive in this class? (please only put letter grades

with marks, eg. B+)

7) How much control do you think you have over your ability to do well in this class? a. A lot

b. Above average amount c. Average amount d. Below average amount e. None

8) How much time (in hours) do you think youd need to study each week to increase your grade

in this course by one letter grade?

9) How much time (in hours) do you study each week for a typical class?
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